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FOREWORD 
 
 

This is the fiftieth in a series of semiannual technical progress reports on fusion materials science 
activity supported by the Fusion Energy Sciences Program of the U.S. Department of Energy. It 
covers the period ending June 30, 2011.  This report focuses on research addressing the effects on 
materials properties and performance of exposure to the neutronic, thermal and chemical 
environments anticipated in the chambers of fusion experiments and energy systems.  This 
research is a major element of the national effort to establish the materials knowledge base for an 
economically and environmentally attractive fusion energy source.  Research activities on issues 
related to the interaction of materials with plasmas are reported separately. 
 
The results reported are the products of a national effort involving a number of national 
laboratories and universities.  A large fraction of this work, particularly in relation to fission 
reactor irradiations, is carried out collaboratively with partners in Japan, Russia, and the European 
Union.  The purpose of this series of reports is to provide a working technical record for the use 
of program participants, and to provide a means of communicating the efforts of fusion materials 
scientists to the broader fusion community, both nationally and worldwide. 
 
This report has been compiled under the guidance of F. W. (Bill) Wiffen and Betty Waddell, Oak 
Ridge National Laboratory.  Their efforts, and the efforts of the many persons who made 
technical contributions, are gratefully acknowledged. 
 
 
  

            G. R. Nardella  
 Research Division 
 Office of Fusion Energy Sciences 
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1. FERRITIC/MARTENSITIC STEELS   
    
 See also items 4.1, 5.1, and 8.1.   
    
1.1 Selected Reduced Activation Ferritic-Martensitic (RAFM) Steels For HFIR   

Experiments JP-30/31    
L. Tan (Oak Ridge National Laboratory) 

 1 

    
 Three heats of RAFM steels were selected for HFIR experiments.  A modified-NF616 was 

also selected for comparison.  Tensile tests of the heats were performed at temperatures of 
23°C, 300°C, 400°C, and 650°C, which showed tensile properties comparable to the oxide 
dispersion strengthened (ODS) steel PM2000.  Microstructural analysis indicates that fine 
lath boundaries with nano-precipitates had been developed in the heats by the specific 
thermomechanical treatment.  

  

    
1.2 On the Structure and Chemistry of Complex Oxide Nanofeatures in Nanostructured 

Ferritic Alloy U14YWT   
D. Bhattacharyya, P. Dickerson, S. A. Maloy, A. Misra, M. A. Nastasi (Los Alamos National 
Laboratory) and G. R. Odette (University of California Santa Barbara) 

 5 

    
 The remarkable radiation damage resistance of nanostructured Ferritic alloys (NFAs) is 

attributed to the large numbers of matrix nano-features (NFs) of various types, which can 
enhance the recombination of displacement defects and trap transmutant helium in fine scale 
bubbles.   Conventional and high resolution transmission electron microscopy and energy 
dispersive spectroscopy were used to characterize the various types of NF and larger oxide 
phases in a model 14Cr-3W-0.4Ti-0.25Y2O3 NFA (14YWT) Hot Isostatic Pressed (HIP-ed) at 
1150°C.  Large CrTiO3 precipitates (50-300 nm) and small diffracting NFs (< 5 nm) were 
found in this alloy.  One major new result is the observation of an additional type of nano-
feature (10-50 nm), orthorhombic in structure, with a square center cross section, that 
constitutes a new kind of Y-Ti oxide phase with lattice parameters different from those of 
known Y and Ti complex oxides.  The interfaces of these particles seem to be semicoherent, 
while manifesting a possible orientation relationship with the BCC matrix.  The ratio of Y to Ti 
varies between < 1 and 2 for these larger NFs. 

  

    
1.3 
 
 
 
 
 
 
 
 
 

Transmission Electron Microscopy Characterization of the Structure and Composition 
of the Nanofeatures in Nanostructured Ferritic Alloy MA957    
Y. Wu, E. Haney, N. Cunningham and G. R. Odette (Univ. of California Santa Barbara) 
 
Bright field transmission electron microscopy (TEM), high resolution TEM (HRTEM), 
scanning TEM (STEM) and energy dispersive X-ray (EDX) spectroscopy were combined to 
comprehensively characterize the Ti-Y-O enriched nano-scale features (NF) in a 
nanostructured ferritic alloy (NFA), MA957.  The characterization included the NF number 
densities, size distributions, volume fractions, crystal structures and compositions.  In foil 

 25 
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1.4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

measurements were complemented by studies of NF on extraction replica foils. The 
conditions  examined included:  two  heats of extruded MA957; one of  these heats  following  
long-term thermal aging at 1000°C for 19.53 kh; and two friction-stir-weld variants.  The 
study revealed the presence of diffracting complex oxide phases that varied somewhat with 
the feature size.  However, the smallest features, with diameters (d) < 5 nm, were found to 
be consistent with cubic pyrochlore Y2Ti2O7 complex oxides with average Y/Ti ratios of ≈ 1.  
Long-term thermal aging coarsened the NF, while friction stir welding had relatively little 
effect on their number density and size distribution. 
 
Inter-Laboratory Atom Probe Tomography Characterization Study of the Nanofeatures   
and the Bulk and Matrix Compositions of US MA957    
N. J. Cunningham, G. R. Odette (Univ. California Santa Barbara), E. Stergar (University of 
Leoben), E. A. Marquis (Oxford University), A. Etienne, C. Hatzoglou, B. Radiguet and  
P. Pareige (University of Rouen) 
 
APT studies were carried out at the University of California Santa Barbara (UCSB), 
University of Leoben (UL) in Austria, Oxford University (OU) in England and University of 
Rouen (UR) in France.  The tools used at UCSB, OU and LU were all Cameca (previously 
Imago) HR3000X-HR Local Electrode Atom Probes (LEAPs), while the fourth instrument at 
Rouen was a Camaca Laser Assisted Wide Angle Tomographic Atom Probe (LAWATAP). 
The measurements reported by the various APT groups are in remarkable agreement with 
one another.  The bulk average compositions (at.%) for Fe, Cr, Ti, Y and O are: 83.6±0.39, 
14.8±0.46, 0.771±0.059, 0.064±0.022 and 0.273±0.031, respectively.  The corresponding 
matrix Fe, Cr, Ti, Y and O are, respectively: 84.1±0.283, 14.7±0.212, 0.636±0.021, 
0.017±0.001 and 0.109±0.020.  The average NF compositions, based only on their Y, Ti and 
O contents (at.%), are 13.9±0.92 Y, 41.6±3.34 Ti and 45.4±4.77 O, respectively.  The 
corresponding average NF number density (N) and average diameter (<d>) are: 
5.1±1.06x1023/m3 and 2.72±0.56 nm, respectively. 
 
The Effect of Bulk Oxygen Concentration on the Micro-nanostructure and Strength of 
a 14Cr Nanostructured Ferritic Alloy     
Y. Wu, N. J. Cunningham, A. Etienne, E. Haney, G. R. Odette  (University of California Santa 
Barbara), E. Stergar (Leoben University), D. T. Hoelzer (Oak Ridge National Laboratory),  
B. D. Wirth (University of California Berkeley) and S. A. Maloy (Los Alamos National 
Laboratory) 
 
The effects of bulk O variations on the characteristics of the grain structure, nanofeatures 
(NFs) and microhardness of nanostructured ferritic alloys (NFA) were investigated.  The 
grain structures were characterized by optical metallography and transmission electron 
microscopy (TEM).  The NFs were characterized by TEM, atom probe tomography (APT) 
and small angle neutron scattering (SANS).  Based on bulk chemical analysis of the milled 
powders, the O content ranged from 0.065 to 0.249 (wt.%).  The variations in O resulted from 
differences in the milling conditions.  The low O powders (OW3) were milled with a 
procedure that minimized contamination, while the high O powders (OW1), that initially had a 
low O content in the as atomized condition, were contaminated with both N and O during 
milling.  The intermediate O powders (OW4) minimized this contamination while increasing O 
with additions of FeO during milling.  The three powder batches were all consolidated by hot 
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1.6 
 
 
 
 
 
 
 

isostatic pressing (HIPing) at 1150°C and 200 MPa.  All the consolidated alloys had bimodal 
distributions of grain sizes, that were characterized by the two average large and small sizes  
(ds,l) and the relative fraction of the small grains (fs). The NFs were Y-Ti-O enriched phases 
characterized by their number density (N), size distributions and average diameter (<d>), 
composition (especially the Y/Ti ratio) and phase structure (not evaluated in this study).  Both 
the large and small grain sizes decreased with increasing O contents, while the fraction of 
small grains increased.  The size of the NFs decreased and their number density increased 
with increasing O.  TEM energy dispersive x-ray (EDX) studies indicated the low O alloy 
contained fewer and coarser features compared to alloys with higher O.  TEM showed that 
the low O features were much more highly enriched in Y compared to Ti, including a majority 
that contained no Ti.  However, APT showed that NFs in the low O alloy with <d> ≈ 5 nm had 
Y/Ti ratios < 1 that is only slightly larger than found in the other cases.  The Vickers 
microhardness (Hv) of the alloys increased significantly with increasing O, reflecting both the 
effects of differences in the grain size and scale dispersion strengthening features.  The Hv 
increased systematically with the volume fraction of NFs measured by SANS. 
 
Effects of Neutron Irradiation on Hardness Properties of Friction Stir Processed ODS 
Ferritic Steel     
Sanghoon Noh (Kyoto University), M. A. Sokolov (Oak Ridge National Laboratory), Ryuta 
Kasada, Akihiko Kimura (Kyoto University) and Takuya Nagasaka (National Institute for 
Fusion Science) 
 
Oxide dispersion strengthened ferritic steels (ODS-FS) have been considered as one of the 
most promising structural materials for advanced nuclear systems such as fusion reactors 
and next generation fission reactors, because of its excellent elevated temperature strength, 
corrosion and radiation resistance.  Especially, irradiation resistance is a critical issue for the 
high performance of ODS-FS. In this study, effects of the irradiation on hardness properties 
of friction stir processed (FSP) ODS-FS were investigated. FSP technique was employed on 
ODS-FS.  A plate specimen was cut out from the cross section and irradiated to 1.2 dpa at 
573K in the High Flux Isotope Reactor (HFIR).  To investigate the effect of neutron irradiation 
on processed area, the hardness distributions were evaluated on the cross section.  
Hardness of FSP ODS-FS was various with each microstructure after irradiation to 1.2 dpa at 
573K.  The increase of Vickers hardness was significant in the stirred zone and heat affected 
zone.  Base material exhibited the lowest hardening about 38HV.  Since nano-oxide particles 
in stirred zone showed identical mean diameter and number density, it is considered that 
hardening differences between stirred zone and base material is due to differences in initial 
dislocation density. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
58 

     
1.7 
 
 
 
 
 
 
 
 

Joining of 14YWT and F82H by Friction Stir Welding     
D. T. Hoelzer,  M. A. Sokolov and Z. Feng, ORNL 
 
A sample was prepared for the initial joining study using friction stir welding (FSW) that 
consisted of 4 specimens of the advanced oxide dispersion strengthened (ODS) 14YWT-
SM6 ferritic alloy, 15 mm long, 6 mm wide and 2.86 mm thick each, that were spot welded in 
a corresponding slot that was machined in an F82H plate.  The FSW run was successfully 
performed on the sample using a polycrystalline boron nitride tool (PCBN) that resulted in 

 62 
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2.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 
 
 
 
 
 
 
 
 
 

joints showing good bonding between specimens of 14YWT-SM6 and between 14YWT-SM6  
and  F82H.  The joints  were characterized  by light  microscopy and  SEM analysis and were  
observed to be relatively narrow in width.  However, porosity was observed in the 
thermomechanically  affected  zone  (TMAZ) of 14YWT-SM6  on  the  advancing  side of  the  
FSW joint and at the interface between F82H and 14YWT-SM6.  Further refinements in the 
FSW process will be required to minimize defects including porosity.   
 
CERAMIC COMPOSITE STRUCTURAL MATERIALS 
 
See also items 5.1 and 8.2. 
 
Tensile Properties of Unidirectional CVI SIC/SIC Minicomposites with a Multilayer 
interphase and Near-Stoichiometric SIC Fibers   
K. Ozawa, Y. Katoh, L. L. Snead (Oak Ridge National Laboratory), T. Nozawa,  
H. Tanigawa (Japan Atomic Energy Agency) 
 
Tensile properties of unidirectional single tow SiC/SiC minicomposites reinforced with Hi-
Nicalon™ Type-S and Tyranno™-SA3 were evaluated.  The interphase structure was 
pyrolytic carbon (PyC) / SiC multilayer and the thickness of the innermost PyC layer was 
varied (~70, ~240 and ~1150 nm).  Only the Hi-Nicalon Type-S minicomposites with ~240 
and ~1150 nm-thick PyC interphases exhibited the pseudo-ductile behavior; others 
reinforced with Tyranno-SA3 and the Hi-Nicalon Type-S composite with 70 nm-thick PyC 
interphase underwent brittle to near-brittle fracture behavior.  The brittle failure behavior for 
those composites was attributed primarily to the quite low fiber volume fraction (5-10%).  The 
Hi-Nicalon Type-S minicomposites with ~240 nm-thick PyC interphase exhibited ultimate 
tensile strength equivalent to 79-104% of the fiber bundle strength but only 70-85% of the 
strength for the ~1150 nm interphase for a given gauge length.  Based on the analysis of the 
hysteresis loops recorded during the tensile loading and unloading sequences, the sliding 
stress estimated for the ~1150 nm-thick interphase appeared to be about 0.7 times that of 
the ~240 nm-thick interphase.  This shows that both composites satisfied the global load 
sharing condition, but the composite with the thicker interphase could not achieve its fiber 
bundle strength, probably due to the lower interfacial sliding stress. 
 
Low Activation Joining of SiC/SiC Composites for Fusion Applications   
C. H. Henager, Jr., R. J. Kurtz (Pacific Northwest National Laboratory, Richland, WA 99336, 
USA), and M. Ferraris, (Politecnico di Torino, Torino, Italy) 
 
The use of SiC composites in fusion environments likely requires joining of plates using 
reactive joining or brazing.  One promising reactive joining method uses solid-state 
displacement reactions between Si and TiC to produce Ti3SiC2 + SiC.  We continue to 
explore the processing envelope for this joint for the TITAN collaboration in order to produce 
optimal joints to undergo irradiation studies in HFIR.  The TITAN collaboration has designed 
miniature torsion joints for preparation, testing, and irradiation in HFIR.  PNNL synthesized 
40 miniature torsion joints and several were tested for shear strength prior to irradiation 
testing in HFIR.  The resulting tests indicated that 1) joint fixture alignment problems cause 
joint strengths  to be lower than optimal, 2) that  non-planar torsion  test failures may  limit th 
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the effectiveness of the miniature specimen design, and 3) that several joints that were well 
aligned had high shear strengths and promising mechanical properties.  In summary, it 
appears that high joint strengths cause non-planar shear fracture and complicate strength 
analysis for miniature torsion specimens. 
 

3. REFRACTORY METALS AND ALLOYS   
    
 See also items 5.2 and 6.1.   
    
3.1 Thermomechanical Damage of Tungsten Under Transient Plasma Heat Loads   

T. Crosby and N. M. Ghoniem (University of California, Los Angeles) 
 96 

    
 Tungsten is a primary candidate for plasma facing components (PFCs) in fusion energy 

systems because of its superior thermophysical properties. International efforts are focused 
on the development of tungsten surfaces that can intercept ionized atoms and high heat flux 
in the divertor region of magnetic fusion confinement devices. Designing a robust interface 
between thermonuclear plasma and the heat sink material in the divertor remains a major 
challenge to the success of future fusion power reactors. In this report, we present a 
multiphysics computational model to determine the extent of thermomechanical damage in 
tungsten under type-I edge localized modes (ELMs). The model is formulated in a finite 
element framework, and is based on a multiphysics approach that combines elastoplastic 
mechanical analysis and thermal heat conduction. 
 
The model is coupled with a reaction-diffusion model of material swelling and grain boundary 
degradation due to helium bubbles resulting from the plasma flux. Contact cohesive 
elements are used to model grain boundary sliding and fracture. The present results 
establish the connection between plastic deformation and the onset of material damage.  
 

  

3.2 
 

Development of Mo-Re Alloys      
M. A. Sokolov and E. K. Ohriner (Oak Ridge National Laboratory) 

 105 

    
 The previous report examined electrical conductivity (EC) data from RT to 800°C for several 

forms of two-dimensional silicon carbide composite made with a chemical vapor infiltration 
(CVI) matrix (2D-SiC/CVISiC), an important quantity needed for the design of an FCI.  We 
found that both in-plane and transverse EC-values for 2D-SiC/CVI-SiC strongly depended on 
the total thickness of the highly conductive pyrocarbon (PyC) fiber coating and the alignment 
of the carbon coating network.  Furthermore, the transverse EC depended on the degree of 
interconnectivity of this network.  For our EC-modeling efforts we used either “nominal” 
coating thickness values provided by the composite fabricator or we made thickness 
estimates based on a limited number of fiber cross-section examinations using SEM.  
Because of the importance of using a truly representative coating thickness value in our 
analysis, we examined numerous new SEM cross-sectional views to reassess the reliability 
of our limited number of original coating thickness measurements as well as to obtain an 
estimate of the variation in thickness values for different composite configurations. 
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4. 

 
 
OTHER STRUCTURAL AND SPECIAL PURPOSE MATERIALS 

  

    
4.1 Effects of Neutron Irradiation on Hardness of W-ODS Ferritic Steel Joints    

Sanghoon Noh (Kyoto University), M. A. Sokolov (Oak Ridge National Laboratory), Ryuta 
Kasada, Akihiko Kimura (Kyoto University) and Takuya Nagasaka (National Institute for 
Fusion Science) 

 111 

    
 In present study, the effects of neutron irradiation on the hardness of W-coated ODS steels 

were investigated. Vacuum plasma spraying (VPS) technique was employed to fabricate W 
layer on the surface of substrates.  Substrate materials were K1-, K4-ODS ferritic steels and 
F82H steel, which are 3mm thick plates.  Tungsten powder of 99.9% high purity was used for 
VPS process.  The powders were sprayed by the plasma jet of argon and hydrogen mixture 
to the surface of substrates pre-annealed at 773K.  VPS-W coated specimens were 
irradiated at 723K to 4.5, 9.6 dpa in the High Flux Isotope Reactor (HFIR), respectively.  To 
investigate the effect of neutron irradiation on joint area, the hardness distributions were 
evaluated on the cross section using a micro Vickers hardness tester.  Microstructure 
analysis revealed that W was successfully coated on each substrate by VPS process, in 
spite of mismatch of the CTE between these materials.  The hardness of W was significantly 
varied from 260 to 480Hv because inhomogeneous cooling rate during the process.  After 
irradiations, irradiation hardening was occurred in the VPS-W, while substrate materials did 
not. 

  

    
5. CORROSION AND COMPTIBILITY   
    
5.1 COMPATIBILITY OF MATERIALS EXPOSED TO ISOTHERMAL Pb-Li   

B. A. Pint and K. A. Unocic (Oak Ridge National Laboratory, USA) 
 

 115 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Characterization of wrought and oxide dispersion strengthened (ODS) Fe-Cr alloys after 
exposure to Pb-Li in isothermal capsule experiments is in progress. Oxide precipitates 
appear to coarsen near the surface perhaps due to the loss of metallic substrate. To further 
investigate the performance of Al-rich coatings, a time series of exposures in Pb-Li is being 
conducted and results are compared to observations for uncoated Fe-Cr specimens. 
Measurement of the Al profile after 500h suggests that there is an initial Al loss from the 
coating on exposure. Dissimilar metal experiments with SiC capsules and Fe and SiC 
specimens have been completed and the mass change data suggests a large difference in 
behavior for the Fe specimens after 1000h at 700°C. Unfortunately, the SiC specimens 
chipped during loading/unloading resulting in unreliable mass change data. 
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5.2 ADDITIONAL CHARACTERIZATION OF V-4Cr-4Ti EXPOSED TO FLOWING Li    
B. A. Pint and K. A. Unocic (Oak Ridge National Laboratory) 
 
In order to further understand the behavior of specimens exposed in the loop, microstructural 
characterization is being performed on the V-4Cr-4Ti tensile specimens that showed 
dynamic strain aging at 500°C. Initial results are presented. Also, further characterization on 
the dual layer MHD coatings is planned. 

121 

    
6. 
 
6.1 

THEORY AND MODELING 
 
First-Principles Investigation of the Influence of Alloying Elements on the  
Elastic and Mechanical Properties of Tungsten   
G. D. Samolyuk, Y. N. Osetskiy, and R. E. Stoller (Oak Ridge National Laboratory) 
 
The properties of ½<111> screw dislocations in W1-xTmx alloys with different transition metal, 
Tm, concentrations within the local density approximation of density functional theory was 
investigated.  The electronic structure of alloys was described within the virtual crystal  

  
 
124 

 approximation.  It was demonstrated that alloying of W with transition metals from group VIII 
modifies the properties of screw dislocation similar to the effect of alloying with Re. 
Specifically, the alloying changes the dislocation core from symmetric to asymmetric and 
reduces the value of the Peierls barrier and Peierls stress.  These modifications are caused 
by filling of d-electron states of W. 
 

  

6.2 
 

INFLUENCE OF CARBON ON HELIUM – DEFECT INTERACTIONS IN SINGLE CRYSTAL 
IRON FOLLOWING HELIUM IMPLANTATION: THERMAL HELIUM DESORPTION AND 
POSITRON LIFETIME MEASUREMENTS AND MODELING   
Xunxiang Hu (University of California, Berkeley), Donghua Xu, and Brian D. Wirth (University 
of Tennessee, Knoxville) 
 
The thermal desorption spectra of helium from single crystalline iron samples was obtained 
as a function of implantation conditions using the Berkeley thermal helium desorption 
spectroscopy (THDS). The implantation conditions were He ion implantation energies of 10, 
20, or 40 keV at a consistent dose level 1x1015 He/cm2. Constant rate heating ramps were 
employed to thermally desorb the implanted helium. The present results, in which the single 
crystalline iron has a lower carbon content, indicate a significant effect of carbon on the 
helium  desorption behavior,  when compared  to our previous measurements.  The  results  

 129 
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 indicate that major helium releasing peaks of the iron samples with higher purity show up at 

lower temperatures. A spatially dependent cluster dynamics model is utilized to reproduce 
the helium spectrum in BCC region. Meanwhile it provides an opportunity to optimize the 
basic thermodynamic and kinetic energy parameters of helium and small helium-vacancy 
clusters. The combination of the modeling and THDS measurement allows identification of 
possible mechanisms (e.g. shrinkage of He3V2) responsible for the measured helium 
desorption peaks. Furthermore, the model is also used to predict the depth dependence of 
helium and helium-defect clusters as a function of time and temperature during the THDS 
measurement. The samples with the implantation condition of 40 keV, 1x1015 He/cm2 have 
been measured by positron annihilation spectroscopy, as an initial attempt to correlate a 
second experimental technique of the vacancy cluster population against the modeling 
predictions. Good agreement is obtained between the positron lifetime analysis and the 
modeling calculation. The recent work provided an overview of the self-consistency of the 
model predictions based on the assumptions made in the helium-point defect binding and 
interaction energies and diffusivities. 

  

 
6.3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7. 
 
 
 
8. 
 
8.1 

 
CLUSTER DYNAMICS MODELING OF NANO-SCALE DEFECT AGGLOMERATION IN 
THIN MOLYBDENUM FOILS BENCHMARKED BY IN-SITU ION IRRADIATION UNDER 
TEM   
Donghua Xu and Brian D. Wirth (Department of Nuclear Engineering, University of 
Tennessee, Knoxville, TN 37996, USA) 
 
In a recent coordinated effort, we have studied defect cluster dynamics in nanometer-thick 
molybdenum foils under 1 MeV Krypton ion irradiation at 80°C through both cluster dynamics 
computation and in-situ TEM experiments.  By making direct one-to-one comparisons with 
experimentally observed cluster number density and size distribution as functions of foil 
thickness and irradiation dose and dose rate, significant validation and optimization of the 
model have been conducted in terms of both physical contents (damage production mode, 
identities of mobile defects) and parameterization (diffusivities of mobile defects).  The 
optimized model exhibits excellent agreement with the current set of experiments both 
qualitatively and quantitatively, while further validation of the model and parameterization will 
continue to be pursued in the future with respect to Kr ion irradiation at varied temperatures 
and neutron irradiations on Mo. 
 
IRRADIATION AND EXPERIEMNTAL METHODS AND ANALYSIS 
 
     No contributions this period. 
 
IRRADIATION EXPERIMENTS AND TEST MATRICES 
 
Design of the LOW Temperature DCT Experiment    
M. A. Sokolov, J. McDuffee, D. Heatherly, (Oak Ridge National Laboratory) 
 
An experiment has been designed, fabricated and assembled to irradiate disk compact 
tension (DCT) specimens of F82H in the flux trap of the High Flux Isotope Reactor (HFIR).  

  
143 
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Twelve DCT specimens with an outer diameter of 12.5 mm are exposed directly to HFIR 
coolant flow.  The specimens are separated by perforated spacers to ensure cooling flow to 
the upper and lower surfaces of the specimens.  Another experiment will use a perforated 
capsule to irradiate bend bar and tensile specimens to supplement this irradiation 
experiment, and provide the other specimen geometries for comparison with the DCT 
specimen data. 

    
8.2 
 

Reseach Plan and Status of High-Dose Rabbit irradiation Experiment for Silicon 
Carbide Composites   
T. Nozawa, K. Ozawa, H. Tanigawa (Japan Atomic Energy Agency), Y. Katoh,  
L. L. Snead, and R. E. Stoller (Oak Ridge National Laboratory) 
 
In order to examine the high-dose and high-temperature neutron irradiation effects on (1) 
mechanical properties of SiC, SiC/SiC composites and the fiber/matrix (F/M) interface, and 
(2) microstructural change of pyrolytic carbon (PyC) as the F/M interphase, new HFIR 
irradiation experiments were planned. Two types of rabbit capsules were designed: (1) 
composites’ compact flexure rabbits for macro-strength evaluation and (2) mini-composites’ 
rabbits for the F/M interfacial evaluation. 

 164 
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1.1  Selected Reduced Activation Ferritic-Martensitic (RAFM) Steels For HFIR   

Experiments JP-30/31   L. Tan (Oak Ridge National Laboratory) 

 

OBJECTIVE 

Characterize the tensile properties and microstructure of selected RAFM steels to ensure their 
initial condition suitable for neutron irradiation assessment and prepare specimens for the HFIR 
experiments JP-30/31.  

SUMMARY 

Three heats of RAFM steels were selected for HFIR experiments.  A modified-NF616 was also 
selected for comparison.  Tensile tests of the heats were performed at temperatures of 23°C, 
300°C, 400°C, and 650°C, which showed tensile properties comparable to the oxide dispersion 
strengthened (ODS) steel PM2000.  Microstructural analysis indicates that fine lath boundaries 
with nano-precipitates had been developed in the heats by the specific thermomechanical 
treatment.  

PROGRESS AND STATUS 

Introduction 

The fast decay characteristics of induced radioactivity in RAFM steels have promoted the 
development of this category of FM steels.  The Japanese F82H and the European heat 
EUROFER 97 are two promising examples of RAFM steels.  Recent FM steel development at 
ORNL showed significant strengthening capability by means of specific thermomechanical 
treatment (TMT) [1].  This approach is also applicable to RAFM steels, which had shown refined 
lath boundaries and precipitates, leading to enhanced hardness and tensile properties [2].  
However, irradiation resistance of the RAFM steels needs to be assessed.  Progress of the 
neutron irradiation experiments using HFIR at ORNL is reported here.  

Heats Preparation and Evaluation 

Three RAFM steels, together with a modified-NF616 steel, were selected for the HFIR 
experiments JP30/31.  Their nominal compositions in weight percentage (wt%) are listed in 
Table 1.  The steels were in wrought condition.  To produce expected FM microstructure, 
specific TMTs were applied to wrought steels.  The selection of normalization and tempering 
temperatures of the steels was guided by computational thermodynamics.  Using heat 1539 as 
an example, Figure 1 shows the calculated phase mole fraction as a function of temperature.  
The heat 1539 was normalized at 1100°C for 1 h followed by tempering at 750°C and air 
cooling.  A deformation of ~60% was applied to the heat at the normalization temperature to 
refine microstructure and promote precipitation.   

Table 1. Nominal composition (wt%) of the heats. 

Heat Cr Mn V Si W Ta Mo Nb Ni Cu C N 
1537 9.0 0.5 0.3 0.25 1.1      0.02 0.06 
1538 9.0 0.5 0.3 0.25 1.1 0.1     0.02 0.06 
1539 9.0 0.5 0.3 0.25 1.1 0.1     0.1 0.06 
Modified-NF616 8.5 0.4 0.3 0.15 2.2  0.1 0.1 0.4 0.1 0.01 0.08 
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Figure 1. Example of calculated mole fraction of phases in heat 1539 as a function of 
temperature. 

 

The microstructure of the processed heats was characterized by optical microscopy and 
transmission electron microscopy (TEM).  The optical images (not shown here) showed typical 
FM microstructure with prior-austenite grains and dense lath packets and boundaries in the 
samples.  Figure 2 shows the TEM images in both bright-field (BF) and dark-field (DF) mode of 
the heats 1538, 1539, and modified-NF616.  In addition to the fine lath boundaries, many 
(Ta,V)N and (Nb,V)N in nanometers and Cr-rich carbides in sub-micrometers were developed in 
the materials.  Additionally, ultra-fine nano-precipitates with a density in the order of 1022/m3 
were observed in the heats 1538 and modified-NF616, as shown in their respective DF images, 
which may benefit irradiation resistance.  The chemical composition of these ultra-fine nano-
precipitates was not able to be characterized.  Unlike the ultra-fine nano-precipitates primarily 
decorating lath boundaries as shown in the DF image of the heat 1538, the ultra-fine nano-
precipitates are dispersed in the matrix of the modified-NF616.   

Miniature tensile specimens (type SS-J3: 16 x 4 x 0.76 mm) were prepared from the processed 
heats using electric discharge machining (EDM) for tensile tests.  Figure 3 shows the yield 
strength and total elongation of the specimens tested at 23°C, 300°C, 400°C, and 650°C that 
are consistent with the targeted neutron irradiation temperatures.  The results of F82H [3], 
NF616 [4], and ODS steel PM2000 [5] are also included in Figure 3 for comparison.  The 
samples of the RAFM heats and the modified-NF616 showed tensile properties comparable to 
the ODS steel PM2000 and greater strength than the F82H and NF616.  

 

400 600 800 1000 1200 1400 1600
1E-4

1E-3

0.01

0.1

1

 

 

M
ol

e 
fra

ct
io

n

Temperature (oC)

γα

δ

Liq.

M23C6

(Ta,V)N

TaC

Laves

Z

σ

TMT

N
or

m
al

iz
at

io
n

Te
m

pe
rin

g

1539

2



Fusion Reactor Materials Program June 30, 2011  DOE/ER-0313/50 – Volume 50 
 

 

 

Figure 2. Bright-field (BF) and dark-field (DF) TEM images of heats 1538, 1539, and modified-
NF616 at low (upper row) and high (lower row) magnifications. 

 

 

Figure 3. Yield strength and total elongation of the heats 1537, 1538, 1539, and modified-
NF616.  
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Specimens Preparation for the HFIR Experiments JP-30/31 

Four types of specimens were prepared for the HFIR experiments JP-30/31 using EDM.  They 
are type SS-J3 miniature tensile specimens, 3-notch or 5 notch bend bars (M3PCCVN 36 x 3.3 
x 1.65 mm and M5PCCVN 54 x 3.3 x 1.65 mm), specimens for preparing atom probe samples 
(APFIM 16 x 1.14 x 0.5 mm), and TEM disks (∅3 x 0.25 mm).  The numbers of the specimens 
for the four heats (1537, 1538, 1539, and modified-NF616) are listed in Table 2.  

 

Table 2. Specimens prepared for the HFIR experiments JP-30/31. 

JP30/31 Specimen 
Type 

Heat Total 
Number 1539 1538 1537 Mod-NF616 

300°C 

SS-J3 4 3 3  10 
M3PCCVN 3 3 3  9 
APFIM 1 1 1 1 4 
TEM disk 3 3 3 3 12 

400°C 

SS-J3 3 3 2  8 
M5PCCVN 2    2 
APFIM 1 1 1 1 4 
TEM disk 3 3 3 3 12 

650°C 

SS-J3 2 2 2  6 
M5PCCVN 2    2 
APFIM 1 1 1 1 4 
TEM disk 3 3 3 3 12 
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1.2 On the Structure and Chemistry of Complex Oxide Nanofeatures in 
Nanostructured Ferritic Alloy U14YWT  D. Bhattacharyya, P. Dickerson,  
S. A. Maloy, A. Misra, M. A. Nastasi (Los Alamos National Laboratory) and  
G. R. Odette (University of California Santa Barbara) 

 
 
OBJECTIVE 
 
The objective of this work is to characterize the different types of precipitates in a UCSB 
model nanostructured ferritic alloy U14YWT, in the hot-isostatically pressed condition, in 
order to understand their distribution, morphology, chemical composition and crystal 
structure. 
 
SUMMARY 
 
The remarkable radiation damage resistance of nanostructured Ferritic alloys (NFAs) is 
attributed to the large numbers of matrix nano-features (NFs) of various types, which can 
enhance the recombination of displacement defects and trap transmutant helium in fine 
scale bubbles.   Conventional and high resolution transmission electron microscopy and 
energy dispersive spectroscopy were used to characterize the various types of NF and 
larger oxide phases in a model 14Cr-3W-0.4Ti-0.25Y2O3 NFA (14YWT) Hot Isostatic 
Pressed (HIP-ed) at 1150°C.  Large CrTiO3 precipitates (50-300 nm) and small 
diffracting NFs (< 5 nm) were found in this alloy.  One major new result is the 
observation of an additional type of nano-feature (10-50 nm), orthorhombic in structure, 
with a square center cross section, that constitutes a new kind of Y-Ti oxide phase with 
lattice parameters different from those of known Y and Ti complex oxides.  The 
interfaces of these particles seem to be semicoherent, while manifesting a possible 
orientation relationship with the BCC matrix.  The ratio of Y to Ti varies between < 1 and 
2 for these larger NFs. 
 
BACKGROUND 
 
The compelling need to reduce mankind’s reliance on fossil fuels and the consequent 
deleterious effects on the environment, while meeting a rapidly growing demand for 
energy has generated a worldwide interest in advanced fission and fusion energy [1-2].  
The viability of nuclear energy systems will ultimately depend on developing new high 
performance structural materials that can provide extended life under extremely hostile 
conditions, characterized by combinations of high temperatures, large time varying 
stresses, chemically aggressive environments and intense neutron radiation fields [1, 3]. 
The lifetime goals for some reactor components will require tolerance of up to 400 
displacements-per-atom (dpa). Displacement damage produces excess concentrations 
of defects consisting of vacancies and self-interstitial atoms (SIAs). Neutron irradiation 
also generates a wide range of transmutation products, most notably insoluble helium. 
These sources of primary damage interact to drive complex microstructural, dimensional 
and microchemical evolutions, which in turn typically degrade a host of performance-
sustaining material properties [1, 3-4].  Complex irradiation effects depend on the 
combination of the irradiation temperature, dpa, dpa rate and He/dpa ratio, as well as the 
composition and starting microstructure of the material.  

We focus here on potentially transformational nanostructured ferritic alloys (NFAs) that 
show promise of meeting many of these challenges.  Note that NFAs derive from earlier 
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roots in oxide dispersion strengthened (ODS) steels (an example is PM2000 [5]).  As 
discussed in recent review articles [3, 6] and the references contained therein, NFAs 
manifest high tensile, creep and fatigue strengths,  unique thermal stability and show a 
remarkable tolerance to neutron irradiation.  The outstanding characteristics of NFAs 
derive primarily from the presence of a high density of nm-scale Y-Ti-O rich 
nanofeatures (NFs) that range in size from ≈ 1 to 50 nm.  The NFs enhance SIA-
vacancy recombination; and, perhaps most importantly, trap helium in small, high-
pressure gas bubbles [7].  These bubbles reduce the amount of helium reaching grain 
boundaries, thus mitigating toughness loss at lower temperatures, and potential 
degradation of creep rupture properties at higher temperature.  In principle, helium 
trapped in a high concentration of extremely small bubbles also reduces all other 
manifestations of radiation damage, including void swelling, that occur in other alloys [3, 
6-8].  Another great advantage of having the NFs dispersed in the Fe matrix is that they 
impede dislocation climb and glide, and thus improve their strength and creep 
resistance.  The high creep strength of these materials allows their use at high 
temperatures above the displacement damage regime.  The effect of a high density of Y-
Ti-O rich nano-clusters on the high temperature strength of ferritic alloys was studied in 
detail by Hoelzer, Miller et al [9] and it was shown that nano-clusters improved the high-
temperature strength of these alloys significantly.  These nano-features were found to be 
extremely stable with respect to temperature, and they were present in a high number 
density even after 24 hrs at 1300 °C in 12YWT, 14YWT and MA957 in atom-probe 
studies by Miller et al. [10]. 

NFAs are typically processed by ball milling pre-alloyed rapidly solidified metal and yttria 
(Y2O3) powders [3].  Proper milling effectively dissolves the Ti, Y and O solutes that then 
precipitate as NFs during hot consolidation by extrusion, or hot isostatic pressing 
(HIPing). Powder consolidation is usually followed by a series of deformation processing 
steps.  Various studies have shown that there is not a single type of NF, but rather what 
might best be described as an NF zoo, even in a single alloy, like MA957 [3, 6].  The 
detailed characteristics of the NFs vary even more from alloy to alloy, since they are very 
sensitive to composition and processing variables.  For example, the number density 
and volume fraction of NFs increase, while their sizes decrease, at higher consolidation 
temperatures [3, 6, 11].  Further, Ti is needed to form small NFs at higher consolidation 
temperatures [11].  Thus one critical objective is identifying the structure, composition 
and interface structures, that is the ‘character’, of various NFs.  Such information is 
crucial to the development of a knowledge base for alloy optimization.  A substantial 
body of work exists on the characterization of these NFs using atom probe tomography 
(APT) – see, e.g., [12-13] 

It is the authors’ view that the ability of NFs to trap and form fine scale He bubbles is 
expected to depend not only on their number densities and size distributions, but also on 
their interfacial and elastic properties.  In particular, recent experiments and atomistic 
models have shown that the geometry and the atomic structure of interfaces play an 
important role in improving the radiation tolerance of materials [14-16].  It is crucial to 
understand the crystal structure, crystallography and interface properties of all nano-
scale oxides in ODS-steels as opposed to focusing only on the 2-5 nm particles and 
ignoring everything else in the microstructure.  It is conceivable that the 20 nm particles 
may have an interface structure that may be a stronger sink for defects than the 2-5 nm 
particles.  The only way to know this is to understand in detail all the particles and then 
in future work, model the structure of the interfaces and their sink strength.  Some recent 
TEM characterization of nano-scale precipitates in ferritic steels of somewhat different 
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composition than that in the present work has been done by Klimiankou et al. [17-18], 
which demonstrates the effect of larger particles on inert gas entrapment.  In this paper, 
the authors show that there are three types of NFs in a model Fe-14Cr-3W-0.4Ti-
0.25Y2O3 alloy (called U14YWT) that was HIPed at 1150°C.  The structure and 
chemistry of these three types of NFs are characterized using various TEM techniques, 
with particular focus on the 10-50 nm sized nano-feature class, which exhibits a hitherto 
unobserved crystal structure for such precipitates. 
 
EXPERIMENTAL METHODS 
 
Materials 
 
U14YWT was prepared at UCSB by mechanically alloying atomized powders of Fe - 14 
wt% Cr - 3 wt% W - 0.4 wt% Ti with 0.25 wt% Y2O3 in a ball mill attritor at ambient 
temperature for 10 hrs in a dry Ar atmosphere [11, 19].  The milled powder were then 
vacuum degassed and canned prior to hot isostatic pressing (HIPing) to full 
consolidation at 1150°C and 200 MPa for 3 h.  This U14YWT is part of a much larger 
matrix of model alloys issued to study NFs and NF thermokinetics using a variety of 
characterization techniques [3, 11, 19].  
 
Transmission Electron Microscopy (TEM) 
 
In this work TEM specimens were prepared using a dual beam focused ion beam (FIB) 
FEI DB235™ instrument.  Low energies down to 10 keV were used to perform final 
polishing of the sample, with very low currents (500 pA).  In some instances, the FIB-ed 
sample was thinned further using a Gatan® PIPS™ precision ion mill at 2 keV.  
Subsequently, the samples were cleaned using a plasma cleaner with Ar gas.  
 
The FIB-ed samples were then examined using an FEI Tecnai F30™ TEM operated at 
300 kV.  Energy dispersive X-ray spectroscopy (EDS) was used to measure the 
composition of the precipitates in the scanning transmission (STEM) mode.  A relatively 
small spot size (no. 6) and a strong gun lens condition (no. 6) were maintained during 
STEM imaging and analysis.  During collection of each spectrum, special care was taken 
to obtain enough counts so that the “peak to background ratio” was reasonably high for 
each of the relevant peaks.  The collection times used were 30-60 s for each precipitate.  
The FEI™ software “TIA” was used to quantify the elements in EDS spectra.  The 
background was calculated and subtracted automatically by the software.  The 
uncertainties in the chemical composition of the precipitates presented in the tables are 
less than ± 5% of the value of the measured concentration of any given species. 

High-resolution TEM (HRTEM) images were analyzed using Gatan® Digital 
Micrograph™ and NIH’s ImageJ™ software.  
 
RESULTS 
 
Three distinctly different kinds of features were observed, which could be categorized 
into the following classes: (a) large faceted, but irregular shaped features, 50-300nm in 
size; (b) intermediate sized 20-50 nm NFs with square center cross sections; and (c) 
small 2-5 nm NFs which appear to be round.  Note, while we have classified the 
intermediate sized phases as NF in this paper, some literature restricts NF sizes to < 5-
10 nm.  It is the structure, chemistry and matrix-particle orientation relationship (OR) of 
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the oxide phases, with special emphasis on the intermediate sized phase, that we focus 
on and present in this paper.    
 
Large, faceted features (50-300nm)  
 
The high angle annular dark field (HAADF) image in Fig. 1 shows a region of the  

 
Fig. 1.  HAADF STEM image showing large and intermediate sized particles. 
 
 
FBI-sectioned TEM specimen.  Many grains of various sizes are visible, ranging from 
250nm-1mm, with a large number of dark particles distributed both inside the grains and 
on the grain boundaries.  The dark contrast of these features suggests that they contain 
large amounts of oxygen, and therefore have a lower average Z than the Fe matrix.  The 
presence of oxygen is also apparent in the EDS results presented below. Spot and EDS 
scan composition measurements were performed on some of the 100-300nm features, 
which were mostly located on the grain boundaries. 
 
The EDS spectrum from one of these large features, presented in Fig. 2(a), shows high 
intensities of the Ti(K), Cr(K) and O(K) peaks, along with a weak Fe(K) peak, that is 
likely due to a thin layer of Fe matrix above or below the particle.  The chemical 
concentrations of different elements obtained from spot spectra for 7 such large 
features, presented in Table 1, show average compositions of ≈ 20 at. % Cr and Ti and, 
nominally, ≈ 60 at % O and trace quantities of Fe, W and Y. 
 
Table 1.  Chemical composition (in atomic %) of 7 large faceted particles in the 100-300 
nm size showing the presence of almost equal amounts of Ti and Cr. 
 1 2 3 4 5 6 7 Average 

O(K) 48.1 61.6 53.9 65.8 61.32 62.67 65.89 59.90 

Ti(K) 27.2 20.6 23.8 18.1 20.4 19.84 17.76 21.10 

Cr(K) 24.2 17.6 21.9 15.9 18.11 14.97 16.19 18.41 

Fe(K) 0.3 0.2 0.3 0.2 0.15 0.2 0.14 0.21 

Y(K) 0 0 0 0 0 2.29 0 0.33 

W(L) 0.06 0 0 0 0 0 0 0.01 
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The trace of a line EDS scan on one such feature is shown in Fig. 2(b), and the 
elemental profile of Fe is shown in Fig. 2(c), and those of Ti, Cr and O are shown in Fig. 
2(d).  The drastic drop in the Fe(K) peak intensity suggests that the particle occupies 
most of the thickness of the sample and that there is hardly any Fe inside the particle.  
Since the particle is about 140-160 nm wide in the direction of the trace, and since the 
shape of the particle is almost equiaxed, it may be assumed that the feature occupies 
most, if not all, of the thickness of the sample.  Hence the X-ray peaks obtained from the 
region of the feature arise predominantly from the elements in the feature, and not from 
the matrix and any Fe in the EDX spectrum comes from a very thin layer of Fe matrix 
above or below the oxide.  The intensities of the Ti(K) and Cr(K) peaks are almost equal 
inside the feature.  Note that the Cr content of the particle is only slightly higher than the  
14 % Cr in the FeCr matrix.  However, if the feature did not contain Cr, some level of 
depletion would be observed.  
 

 

 

 
Fig. 2.  (a) EDS spectrum collected from a spot in a large faceted particle showing 
mainly Ti, Cr and O peaks, apart from the Fe peak from the matrix, (b) A line spectrum 

(a) 

(b) (c) 

(d) 
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trace across one such particle, (c) The drift-corrected spectrum profile along the trace 
shown across the particle in (b) showing a drastic drop of the Fe intensity inside the 
particle, and  (d) Almost equal intensities of Ti (K) and Cr(K) peaks and a rise in the O(K) 
intensity in the particle. 
 
The structure of the large features was determined by BF TEM imaging and selected 
area diffraction. A BF TEM image of one feature is shown in Fig. 3(a), with the BCC Fe 
matrix on a [001] zone axis (ZA).  The corresponding selected area diffraction pattern 
(SADP) is shown in Fig. 3(b).  It is clear from the BF TEM image and the SADP that two 
of the major facets of the particle are parallel, or almost parallel, to {200} Fe (BCC) 
planes.  The other facets are also parallel to BCC low index planes.  The SADP in Fig. 
3(b) also shows many spots from the precipitate, that were used to measure the d-
spacing values shown in Table 2, along with those reported in the literature for a 
rhombohedral structure [20].  It is clear that there is reasonable agreement between the 
two sets of observations. 
 

 

 
 
Fig. 3.  (a) BF TEM image of a big faceted precipitate with the Fe matrix on a 001 zone 
axis, (b) Corresponding selected area diffraction pattern showing both matrix and 
precipitate spots, (c) HRTEM image of the particle shown in (a), and (d) FFT of the 
HRTEM image shown in (c) showing a few spots d-spacing equal to or close to CrTiO3 
as reported in the literature. 

(a) (b) 

(c) (d) 
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Table 2.  d-spacing values of different planes of CrTiO3 as measured and as reported in 
the literature [20]  

 Measured (Å) Reported in literature (Å) 

1 3.7 - 3.8 3.67 

2 2.0 - 2.2 2.2 

3 1.9 1.835 

 
An HRTEM image of the particle is shown in Fig. 3(c) and the corresponding fast Fourier 
transform (FFT) is presented in Fig. 3(d).  The d-spacing values of the phase comprising 
the particle as measured from this FFT image agree with those measured from the 
SADP shown in Fig. 3(b).  Therefore, the feature in Fig. 3(a) is consistent with 
rhombohedral CrTiO3, although a precision measurement of lattice parameters was not 
performed. 
 
Intermediate sized square NFs (10-50 nm) 
 
Intermediate sized square-shaped NFs were also observed in the sample, as seen in the 
HAADF micrograph in Fig. 1.  A higher magnification image of some similar particles is 
shown in Fig. 4(a).  It is clearly visible in this image and in the images in Fig. 4(b) and 
4(c), which show other ferrite grains, that these particles have a nominally square cross-
section, and that they are morphologically oriented in the same direction inside any 
given grain.  These precipitates will be referred to here as “large NFs”.  The area fraction 
of these nominally square shaped large NFs varies from 1 to 4% from grain to grain, 
which is equivalent to a volume fraction of 0.15-0.8%, assuming a roughly cubic shape.  
The number density of these particles was found to vary between 2x1020 and 7x1020 
NFs/ cubic m, and the surface area per unit volume was calculated to be in the vicinity of 
8x105 – 2.4x106 m2/ m3. 
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Fig. 4.  (a) STEM HAADF image of 10-50 nm precipitates or “larger NFs” with a square 
shape in cross-section, mostly located on dislocations, (b) and (c) show similar 
precipitates or “nano-features” in other ferrite grains, all oriented with their facets parallel 
inside any given grain. 

 

The STEM image in Fig. 5(a) shows one of the largest NFs in this class (indicated by 
arrow).  There are four main facets which give the nano-feature an approximately square 
shape.  The corners have smaller facets or are rounded, implying that these NFs are not 
strictly square, but are polygonal with a roughly square shape in their center plane.  The 
EDS spectrum in Fig. 5(b) was collected from the particle showed in Fig. 5(a).  The 
spectrum shows intense peaks for Y, Ti and O, along with weaker peaks from Fe and Cr; 
the latter arise most likely from matrix located above or below the NF, since the 50-60nm 
NF is probably smaller than the foil thickness in this area.  A profile of the Fe-K and Cr-K 
peak intensities (Fig. 5(c)) shows a sharp drop for both Fe and Cr inside the NF, 
suggesting that any Cr signals arise from the matrix, unlike in the case of the larger 
particles, where the Cr intensity remains the same while the Fe intensity decreases.  The 
Ti, Y and O intensities increase significantly inside the NF, while the small W intensity 
decreases to almost zero, as shown in Fig. 5(d).  Other similar, but smaller, NFs also 
showed the same type of concentration profiles.  Thus it can be stated with considerable 
certainty that these NFs are comprised mainly of Ti, Y and O.  The HAADF image in Fig. 
5(e) shows four such features, with sizes varying from ~25-60nm.  The Y and Ti content, 
and the Y/Ti ratio are shown in Table 3. 

(a) 

(b) (c) 
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Fig. 5.  (a) One of the larger square shaped particles - showing more facets near the 
corners, (b) EDX spectrum from the same particle, (c) Intensity profile for Fe and Cr 
across the NF shown in Fig. 5(a), showing sharp concentration drops reaching almost 
zero inside the NF for both elements, (d) Intensity profile for Ti, Y, O and W showing 
significant increases in concentration for Ti, Y and O, and a decrease in concentration 
for W inside the NF, (e) Four different “square” particles in the range of 25-60 nm, (f) two 
large NFs of different sizes with trace of EDS scan across them (the trace is not straight 
probably due to sample drift), (g) Ti and Y intensity profiles for particles 1 and 2. 

 

Table 3.  Y and Ti concentrations and Y/Ti ratio in intermediate size “square” features (or 
“large NFs”) shown in Fig. 5(e). 

 
 Particle 4 Particle 5 Particle 6 Particle 7 

Ti (At. %) 0.6 4.8 3.1 6.3 

Y (At. %) 1.1 4.6 2.9 3.9 

Y/Ti 1.98 0.96 0.95 0.6 

 

Thus it is clear that the Y/Ti ratio varies substantially from NF to NF.  The larger NFs 
have higher Y/Ti ratio.  This is true in general, as also illustrated by an EDS line scan 
across two NFs of different sizes (marked 1 and 2 in Fig. 5(f)), the Y and Ti intensity 
profiles for which are given in Fig. 5(g).  However, there are some exceptions, such as 
the NF shown in Fig. 5(a). 

It was found from various measurements performed on the micrographs such as those 
shown in Fig. 4 that these types of NFs with square cross-section have an average 
volume fraction of approximately 0.4% in the alloy.  The density of these precipitates is 
close to 5 g/cm3, and that of the matrix approximately 8 gm/cm3.  Assuming that the 
stoichiometry of the NFs is between Y2TiO5 and Y2Ti2O7 (as seen from the EDS 
analysis) the fraction of total Y and Ti present in these NFs can be calculated.  

(f) (g) 
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According to these stoichiometries, the weight fraction of Ti in these precipitates is 
between 0.16 and 0.25, or ~0.2 on average.  The total amount of Ti in the alloy is about 
0.4 wt %.  This will yield a value of approximately 12.5% of the total Ti residing in the 
square NFs.  Similarly, the fraction of Y in the square NFs can be calculated by 
assuming an average weight fraction of Y in the square precipitates equal to 0.52 (0.58 
for Y2TiO5 and 0.46 for Y2Ti2O7).  Since the total amount of Y in the alloy is about 0.2%, 
the fraction of total Y residing in the square NFs is about 0.65, assuming an average 
volume fraction of 0.4% for these NFs.  The density of the Fe matrix was assumed to be 
8 gm/ cm3 and that of the oxides to be approximately 5 gm/ cm3 in all of the calculations 
reported here. 

A different region of the sample with similar “square” NFs is shown in Fig. 6(a), indicating 
the trace of the drift corrected spectrum profile taken from one of the NFs.  The plot in 
Fig. 6(b) shows the profile of Ti, Y and O across the particle.  It is clear that the 
concentration of Y is higher than that of Ti.  The concentration of Ti at the edges seems 
to be slightly higher than that in the center of the NF (as indicated by the arrows).  The 
same effect is seen in the concentration profiles of Fig. 5(g), to some extent (see 
arrows).  This slight core-shell effect was seen in a number of the intermediate sized 
NFs. 

 

 
 

Fig. 6.  (a) HAADF STEM image showing a particle across which a drift corrected 
spectrum profile was taken, (b) The spectrum profiles for Ti, Y and O, showing a high 
Y/Ti ratio, and a slightly higher Ti amount at the edges of the particle. 

 

The structure of the intermediate sized NFs was investigated using high resolution 
transmission electron microscopy (HRTEM). An example is shown in Fig. 7(a) for a NF 
located at a low angle grain boundary in the ferrite (indicated by the arrow).  The Y/Ti 
ratio of the particle was found to be 5/4.  The HRTEM image of the particle and the 
surrounding matrix is shown in Fig. 7(b).  

 

(a) (b) 
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Fig. 7.  (a) Particle at a small angle grain boundary, (b) HRTEM image of the “Square” 
precipitate indicated in (a), showing lattice fringes and the interface between the particle 
and the matrix, (c) Fast Fourier Transform (FFT) of the HRTEM image in (b) showing 
both BCC α Fe and precipitate spots. 
 
The interface between the particle and the matrix is indicated by a dashed line.  The 
Fast Fourier Transform (FFT) of this HRTEM image is shown in Fig. 7(c).  The spots in 
the FFT image ware labeled 1 through 5 (black numbers) for the NF and A through C 
(white letters) for matrix, while the d spacings are shown in white numbers.  These spots 
were analyzed in detail.  The spot corresponding to a d-spacing of 2.1Å almost overlaps 
with the Fe BCC (110) spot.  The lattice spacing values and the angles between the 
lattice planes are shown in Table 4. 

(a) (b) 

(c) 

16



Fusion Reactor Materials Program     June 30, 2011  DOE/ER-0313/50 – Volume 50 
 

 

 

 

Table 4.  Measured d-spacing values and angles for the particle shown in Fig. 7. 

 

Visual examination showed that the d-spacing values and angles between the planes do 
not match those of any of the known Y-Ti-oxide.  The structure of the NF was solved in 
the following manner.  First it was assumed that the NF has a tetragonal structure.  This 
assumption was based on the fact that the FFT pattern from the matrix seems to have 2 
mirror planes, and that there is at least one known complex Y-Ti-oxide (Y2TiO5) that has 
a structure that is close to tetragonal.  Subsequently, curves from the Hull-Davey chart 
were used to find the c/a ratio using the known d-spacing values.  The c/a ratio was 
found to be approximately 0.6.  The structure was then refined to make the d-spacing 
values and the angles match the experimentally observed values (from the FFT image) 
as closely as possible.  It was found that the lattice parameters of a=11.6Å, b=12.2Å, 
and c=7.4Å gave the closest matching between the observed and the calculated  
d-spacing and angles.  Based on these results the lattice was assumed to be face-
centered orthorhombic.  The corresponding calculated d-spacing values and angles are 
given in Table 5. 
 
 
Table 5.  Calculated d-spacing values and angles for orthorhombic structure and lattice 
parameters of a=11.6Å, b=12.2Å and c=7.4Å.  The corresponding Miller indices are 
given in columns 1 and 2. 
 

h1k1l1 h2k2l2 phi (deg) d1 (Å) Corresponding 
spot in FFT 

d2 (Å) Correspondi
ng spot in 
FFT 

0 -2 2 2 0 2 43.87 3.16 1 3.12 2 

2 0 2 2 2 0 67.06 3.12 2 4.20 3 

2 0 2 4 2 2 27.92 3.12 2 2.13 5 

0 -2 2 2 2 0 110.94 3.16 1 4.20 3 

 

As is clear from a comparison of Tables 4 and 5, there is very good agreement between 
the measured and calculated d spacing and angles.  There are two additional pairs of 
very faint spots, numbered 4 and 6.  These correspond to the precipitate 101 and 12`1  
planes.  Such spots can be caused by ordering in a direction perpendicular to these 

Image 
Spot 
(a)

d spacing 
of a (Å) Spot b

d spacing 
of b (Å) !1 (deg) !4 (deg)

Angle between 
a and b (deg)

Square 
particle at 

GB 1 3.2 2 3.1 94.86 137.49 42.63
2 3.1 3 4.3 137.49 205.11 67.62
2 3.1 5 2.1 137.49 163.84 26.35
1 3.2 3 4.3 94.86 205.11 110.25
4 6.2 3 4.3 137.49 205.11 67.62
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respective planes.  This destroys the face-centering of the Bravais lattice and creates a 
“b centered” lattice. 

A simulated diffraction pattern of the NF, using the calculated lattice parameters and a 
“b-centered” orthorhombic lattice, and that of the matrix, using known a Fe lattice 
parameters, are shown in Fig. 8 (a) and (b), respectively, reproducing the spots in the 
FFT (in Fig. 7(c)) as closely as possible.  The simulated structure shows ordering on 
(202) and (24`2) planes.  The spots 4 and 6 (corresponding to ±(101) and ±(12`1)) are 
reproduced at very low intensity, which may be the result of ordering, as was mentioned 
earlier.  

 

 
Fig. 8.  Simulated diffraction patterns: (a) Precipitate with “b-centered” orthorhombic 
lattice oriented at zone axis [1 1 1], (b) Matrix - α Fe oriented at zone axis [001] - the 
orientation relationship is: (422)ppt || ( 110)Fe matrix; [1 1 1]ppt || [001] Fe matrix. 
 
The orientation relationship (OR) between the precipitate and the matrix was found to 
be:  (422) ppt || ((`110) Fe Matrix and [1 1 1] ppt || [001] Fe matrix. 
  
The HRTEM image from another NF, taken from a different Fe BCC matrix zone axis, 
also showed fringes which had identical d-spacing values as the one discussed above.  
The lattice parameters of this structure do not match with those of any known complex 
Y-Ti-oxides, although they bear some resemblance to orthorhombic Y2TiO5, whose 
lattice parameters are slightly smaller for a (10.35Å) and b (11.25Å), and half for c, which 
is 3.7Å (see [21]). 
 
The low index matching atomic planes of the precipitate and the matrix ({4 2 2}Precipitate 
and {`1 1 0}Fe BCC planes) are oblique to the interface planes. The lattice mismatch in the 
{`1 1 0 }Fe BCC Fe BCC direction is about 7%, and in the direction perpendicular to the plane 
of the figure it is about 3%, indicating that the interface is probably semi-coherent. 
 
Close examination of the HRTEM image indicates that the interface between the particle 
and the Fe BCC matrix is irregular, and probably has steps. Such an interface may be 
developed parallel to some invariant line (of somewhat higher indices) between the two 
phases [22]. This may cause the formation of steps at the interface, with the terrace 
planes parallel to the matching low index crystallographic planes.  

(a) (b) 
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Small spherical shaped NFs ( < 5nm) 
 
The third type of feature in the U14YWT alloy HIP-ed at 1150°C was found to be 
extremely small, i.e. < 5nm in diameter, as shown in the HRTEM image in Fig. 9(a).  The 
right hand side of the image shows numerous closely spaced spherical NFs, whereas 
the left hand side of the image shows very few features.  This indicates that the NFs are 
distributed in an inhomogeneous manner inside the a ferrite grain.  The average number 
density of the particles in the matrix, as calculated from this image (Fig. 9(a)), assuming 
a conservative sample thickness of 100 nm, was found to be ~2 x 1023 /m3.  Since the 
sample is likely to be thinner than 100 nm (since lattice fringes are clearly visible), the 
NF number density is likely to be higher than this in the grains where the particles are 
present.  This number density is similar to estimates based on small angle neutron 
scattering (SANS), TEM and APT for similar NFAs [3, 6, 9, 11, 13, 19].  Fig. 9(b) shows 
an FFT diffraction pattern extracted from the HRTEM image in Fig. 9(a).  The spots in 
the FFT image do not match the patterns for any known Y-Ti-oxides structures. 
 

 
Fig. 9.  (a) Extremely small NFs - 2-5nm in size, and spherical in shape as seen in an 
HRTEM image, (b) An FFT image extracted from HRTEM image in (a), showing 
reciprocal lattice spots from the NFs. 
 
 
A U14YWT alloy HIP-ed at 850°C was also examined in the TEM. An HRTEM image, 
cleaned using a mask filter in the FFT, is shown in Fig. 10(a).  The corresponding FFT 
diffraction pattern is shown in Fig. 10(b).  

(a) (b) 
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Fig. 10.  (a) A cleaned HRTEM image from a U14YWT alloy sample HIP-ed at 850°C,  
(b) corresponding FFT pattern showing the spots from the Fe BCC matrix and the 
particles or nano-clusters, (c) Convergent beam electron diffraction pattern from Fe BCC 
grain whose HRTEM picture is shown in Fig. 10(a). 
 
The spots marked A and B arise from the {211} a  Fe planes.  The six spots in a 
hexagonal arrangement are from the NFs, and are consistent with planes in a slightly 
distorted Y2Ti2O7 structure.  Using the convergent beam electron diffraction (CBED) 
pattern in Fig. 10(c), the orientation relationship (OR) between the particles and the 
matrix was determined to be: 
{123} ppt || {123} α Fe and [30 1] ppt || [2 10] α Fe.  
 
Thus there seems to be a difference in the phase of the smallest size NFs found in the 
U14YWT samples HIP-ed at 1150°C and 850°C, respectively. 
 
DISCUSSION 
 
The microstructure of U14YWT alloy hot isostatic pressed (HIP-ed) at 1150°C was 
examined using TEM. Three types of features were observed, having different sizes and 
shapes. 

(a) (b) 

(c) 
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The first type of features, the largest, were present in the size range of 50-300 nm, were 
irregular in shape, and had facets parallel to low index planes of the BCC iron matrix.  
They were found to be comprised of Cr, Ti and O, with a solute ratio of  ≈ Cr:Ti:O = 
1:1:3.  Their crystal structure showed d-spacing values which were similar to those 
reported in literature for a rhombohedral CrTiO3 structure.  Due to their low number 
density, these features are not thought to be important for the radiation damage 
resistance of U14YWT.  Indeed, they may have a slight detrimental effect on the 
properties of the alloy as they may remove a significant amount of Ti from the 
surrounding matrix, thus preventing the formation of the beneficial NFs. 
 
The second type of feature, in the size range of 10-50 nm, were polyhedral, with faceted 
or rounded corners and an approximately square center section.  These intermediate 
sized precipitates are classified here as “larger NFs”.  EDS showed the larger NFs were 
primarily composed of Y, Ti and O.  The Y:Ti ratio varied from NF to NF in the range of 
<1:1 to ~2:1.  The edges of these particles seem to have more Ti than at the center, 
suggesting a possible core-shell structure.  Similar core shell structures have been 
observed previously in NFs present in other NFAs [23].  The larger NFs seemed to have 
slightly higher Y:Ti ratio.  This observation may suggest that for the larger NFs, there is 
greater opportunity to reach an equilibrium composition, which may have a high Y:Ti 
ratio.  Similar variations in Y:Ti ratio with size have also been observed in a sample of 
MA-957 alloy steel, although only up to a size range of ~15-20 nm, after which the 
authors reported a roughly constant Y:Ti ratio [24]. 

The structure of these larger NFs was examined using high-resolution TEM.  A detailed 
examination of HRTEM micrographs and their FFT images suggested an orthorhombic 
phase, with the lattice being centered on one of the faces.  The lattice parameters were 
found to be a= 11.6Å, b= 12.2Å and c= 7.4Å.  The two larger parameters, a and b, were 
close to the lattice parameters of orthorhombic Y2Ti2O5, and the third parameter, c, was 
found to be double that of the c edge of Y2TiO5.  The spots in the FFT pattern of the 
HRTEM image suggested that there was ordering on two oblique planes.  These larger 
NFs do not have a structure that is identical to any of the known Y-Ti-oxides, although it 
is somewhat similar to the orthorhombic Y2TiO5 phase.  They also exhibit a variable, 
non-stoichiometric composition.  These observations suggest that the larger NFs are not 
at equilibrium, but belong to a metastable transition phase.  The high- resolution TEM 
images suggested that the interface between these particles and the Fe BCC matrix was 
irregular, and possibly stepped.  The interface was observed to be semi-coherent, which 
may act as good sinks for defects and help in the trapping of He, thus preventing the 
formation of large bubbles in the neighboring matrix.  These NFs are different from those 
reported in other studies by Hoelzer, Miller et al. [9, 13] in that they have a nominally 
square cross-section, are quite well distributed in space for their size range, and their 
structure is not identical to any known Y-Ti-oxide. 

These NFs appear in very high number densities (2x1020 – 7x1020 / m3), and thus 
provide significant surface area per unit volume for He entrapment.  The ability of larger 
NFs (similar in size as reported here) to trap inert gases such as Ar is exemplified by the 
existence of cavities filled by Ar decorating the interface between the matrix and the 
particle in the work of Klimiankou, et al. [18]  The average distance between these 
particles is ~90-100 nm.  Such small distances between these NFs can result in 
significant increase in strength by providing resistance to dislocation motion.  Thus, 
although these NFs are larger than the 2-5nm NFs generally thought to be the primary 
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reason for enhanced radiation resistance and strength, they are present in substantially 
small sizes and number densities to affect the properties of the alloy significantly.  
Moreover, their presence also diminishes the concentration of available solute elements 
for the precipitation of the smaller NFs, and as much as ~12-15% of Ti and ~ 60-70% of 
Y may reside in these square NFs.  Therefore, it is of extreme interest to the NFA 
community to understand if these larger particles can compensate for the lower 
concentration of the 2-5 nm NFs. 

A third type of small NFs, less than 5nm in diameter, were distributed in the Fe BCC 
matrix inhomogeneously.  Some of the grains showed a high number density of these 
precipitates, while some others did not have detectable numbers.  The number density 
of these particles was estimated to be of the order of  2x1023 particles/m3 in the regions 
in which they were observed.  This number is close to that estimated by SANS and 3-
DAP in the same 14YWT alloy and in similar alloys.  High-resolution TEM (HRTEM) 
images and corresponding FFT images were not consistent with the structure of known 
Y-Ti-oxides.  This was found to be in contrast to the extremely tiny clusters that were 
found in the U14YWT alloy HIP-ed at 850°C, which may be Y2Ti2O7.  The exact nature of 
the small NFs (<5 nm) needs to be investigated further using extraction of these 
precipitates from the alloy using a carbon replica method [25-26]. 

The inhomogeneous distribution of the small NFs (<5nm) and the significant number of 
the larger NFs (5-10nm) makes the understanding of the effects of the larger NFs on the 
properties of these steels important for the development of these alloys. 
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1.3 Transmission Electron Microscopy Characterization of the Structure and 

Composition of the Nanofeatures in Nanostructured Ferritic Alloy MA957  Y. 
Wu, E. Haney, N. Cunningham and G. R. Odette (Univ. of California Santa Barbara)  

 
 
OBJECTIVE 
 
The objective of this work is to characterize the number density, size distribution, 
structure and compositions of nanofeatures (NF) in nanostructured ferritic alloys (NFA), 
with emphasis on the features with diameters less than 5 nm.  
 
SUMMARY 
 
Bright field transmission electron microscopy (TEM), high resolution TEM (HRTEM), 
scanning TEM (STEM) and energy dispersive X-ray (EDX) spectroscopy were combined 
to comprehensively characterize the Ti-Y-O enriched nano-scale features (NF) in a 
nanostructured ferritic alloy (NFA), MA957.  The characterization included the NF 
number densities, size distributions, volume fractions, crystal structures and 
compositions.  In foil measurements were complemented by studies of NF on extraction 
replica foils. The conditions examined included: two heats of extruded MA957; one of 
these heats following long-term thermal aging at 1000°C for 19.53 kh; and two friction-
stir-weld variants.  The study revealed the presence of diffracting complex oxide phases 
that varied somewhat with the feature size.  However, the smallest features, with 
diameters (d) < 5 nm, were found to be consistent with cubic pyrochlore Y2Ti2O7 
complex oxides with average Y/Ti ratios of ≈ 1.  Long-term thermal aging coarsened the 
NF, while friction stir welding had relatively little effect on their number density and size 
distribution. 
 
BACKGROUND 
 
This report addresses critical issues related to the development of a potentially 
transformational class of materials that we call NFA that are needed for advanced 
nuclear fission and fusion energy systems [1].  NFA derive from roots in oxide dispersion 
strengthened (ODS) steels, like PM2000, that contain coarser scale oxides [2-4].  NFA 
manifest a combination of outstanding high temperature strength, unique thermal 
stability and remarkable irradiation tolerance.  These outstanding characteristics derive 
from the presence of an ultrahigh density of Y-Ti-O rich nano-scale features (NF).  The 
multifunctional NF impede dislocation climb and glide, enhance SIA-vacancy 
recombination and, perhaps most importantly, trap He in very small, high-pressure gas 
bubbles [2,3,5].  The bubbles reduce the amount of He reaching grain boundaries, thus 
avoiding severe fracture toughness loss at lower irradiation temperatures, and potential 
degradation of creep rupture properties at higher temperatures.  In principle, He trapped 
in a high number density of small bubbles also mitigates many other manifestations of 
irradiation effects, including void swelling that is an issue at intermediate temperatures 
[2,3].  
 
NFA are typically processed by ball milling elemental or pre-alloyed rapidly solidified 
metallic powders with yttria (Y2O3) powders [2-4].  Typical NFA compositions are ≈ 14Cr, 
0.2Y, 0.15O, 0.4Ti, 3.0W (wt.%).  Proper milling effectively dissolves the Ti, Y and O. 
These solutes then precipitate as NF during hot consolidation [2,6].  As expected for 
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precipitation processes, the NF number densities decrease with increasing consolidation 
temperatures.  Further, Ti is needed to form NF at higher temperatures [6].  While they 
form rapidly, the NF are extremely thermally stable [3,7-9].  Powder consolidation is 
usually followed by a series of deformation processing-fabrication treatments. 
 
While their roots were established long ago, NFA remain in the very early stages of 
development.   One important challenge is determining the detailed characteristics of the 
NF, including the: number densities, size distributions, volume fractions, crystal 
structures and compositions.  However, the detailed nature of the NF has not been 
clearly established.  In part, this is because different characterization methods have not 
provided consistent results. 
 
There are at least 6 known Y-Ti-O phases in the X-ray diffraction database, as shown in 
Table 1.  With one exception the Y/Ti ratios of these oxides are greater than or equal to 
1 and the O/(Ti+Y) ratios are greater than 1.  Atom probe tomography (APT) studies 
have been interpreted to suggest that the NF are highly non-stoichiometric coherent 
transition phases [7-11], perhaps akin to G-P zones, possibly with complex core shell 
structures [12,13].  The APT Y/Ti ratios typically range from about 0.25 to 0.5, while the 
corresponding O/(Ti+Y) ratios are less than 1.  Further, standard APT reconstruction 
algorithms indicate that the NF contains large quantities of Fe and Cr. 
 

Table 1.  Known Y-Ti-O complex oxides. 
 

 Y-Ti-O Crystal system a (Å) b (Å) c (Å) Reference 
code 

1 Y2TiO5 orthorhombic 10.35 3.70 11.25 01-076-0787 
2 Y2TiO5 hexagonal 3.61 3.61 11.84 00027-0981 
3 Y2Ti2O7 Cubic 10.09 10.09 10.09 01-072-0302 
4 YTiO2.085 Cubic 10.18 10.18 10.18 01-085-0001 
5 YTiO3 orthorhombic 5.33 5.62 7.60 01-070-2297 
6 YTi2O6 orthorhombic 7.41 10.81 5.13 00-047-1786 

  
In contrast, most previous TEM studies have indicated that the NF are  complex oxides, 
primarily cubic pyrochlore Y2Ti2O7.  For example, scanning transmission electron 
microscopy (STEM) energy dispersive X-ray (EDX) measurements on NF extracted from 
NFA MA957, reported by Sakasegawa et al., indicate that the NF are non-stiochiometric 
Y2Ti2O7, with Y/Ti < 1.0 for precipitates in the larger size range from up to 15 nm and 
Y/Ti ≈ 0.5 for the smallest pyrochlore features [14].  At largest sizes, from ≈ 15 to 35 nm, 
the oxides are closer to stiochiometric, with Y/Ti ≈ 1.0.  Yamashita et al. also found non-
stiochiometric Y2Ti2O7, but generally with a range of Y/Ti slightly greater than 1 [15,16]. 
Klimiankou et al. found near stoichiometric Y2Ti2O7 in a 9Cr NFA using electron energy 
loss spectroscopy (EELS), HRTEM-fast Fourier transform (FFT) power spectra indexing 
and energy filtered TEM (EFTEM) methods [17,18].  
 
Early x-ray diffraction (XRD) studies by Okuda and Fujiwara also indicated the presence 
of Y2Ti2O7 in a 14Cr model NFA [19].  This observation has been confirmed recently by 
Sasasegawa et al. based on XRD measurements on nano-pore filtered oxides extracted 
from a 9 Cr martensitic alloy [20].  Alinger et al. reported small angle neutron scattering 
(SANS) data on model NFA that were generally consistent with a mix of stoichiometric 
and/or non-stoichiometric oxides [5].  The SANS data also suggested that the range of 
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NF compositions strongly depend on the on the details of the alloy composition and 
processing conditions; the latter involved either hot isostatic pressing (HIPing) or powder 
annealing, over a range of temperatures (primarily from 850 to 1150°C) and with 
different time-temperature histories.  Ohnuma et al. used a clever combination of SANS 
and small angle X-ray scattering (SAXS) to measure the composition and atom density 
of small NF in a 9Cr alloy, which were found to be consistent with Y2Ti2O7 [21].  
 
In fewer cases Y2TiO5 complex oxides have been reported, including one example for an 
NFA with lower alloy Ti contents [16], as well as in this work.  Recently, Bhattacharyya et 
al. found a new phase in a model NFA following HIPing at 1150˚C for features in the size 
range from 10~50 nm [23].  HRTEM-FFT indexing showed this phase to be a probable 
variant of orthorhombic Y2TiO5, with Y/Ti ratios measured by EDX between 1 and 2.  In 
addition, HRTEM-FFT indexing showed that small, < 5 nm Y2Ti2O7 oxides form in NFA 
with the same alloy composition following HIPing at 850˚C.  Studies by Ohtsuka et al. 
show the strong influence of the Y-Ti-O alloy composition on the structure, composition, 
number density and size distributions of NF [23,24].  More generally, variations in alloy 
compositions and processing conditions result in differences in the NF populations, 
suggesting that they can be manipulated to provide an optimal balance of mechanical 
properties and irradiation tolerance. 
 
The previous studies described above have primarily involved characterization of larger 
NF with diameters (d) > 5 nm.  Here we report on a detailed TEM study of a commercial 
vendor NFA, MA957, that extend the characterization NF to those with d < 5 nm. The 
MA957 was produced by INCO in the early 1980’s for possible application in liquid metal 
breeder reactors [25].  The focus on MA957 is motivated by its role as a reference 
material in a wide variety of studies, using various characterization methods to examine 
the alloy’s baseline properties and micro-nanostructures, as well as the corresponding 
effects of processing, joining, thermal aging and neutron or charged particle irradiations.  
 
EXPERIMENTAL METHODS 
 
Materials 
  
TEM studies were carried out on 5 different MA957 conditions. Two base heats of INCO 
MA957 were examined in this study: a) a US heat of MA957 (US MA957) obtained from 
Pacific Northwest National Laboratory in the form of as extruded 25 mm diameter rods; 
and, b) a French heat of MA957 (FR MA957) obtained from the CEA Saclay via Oak 
Ridge National Laboratory. The US MA957 was also examined after: a) long term high 
temperature aging at 1000°C for ≈ 19.53 kh (LTTA); b) friction stir welding (FSW); and c) 
FSW plus annealing at 1150°C for 1 h (FSW-A).  The nominal composition of MA957 is 
14.9 Cr, 1.1 Ti, 0.17 Mo, 0.13 Y and 0.19 O from Y2O3 and ≈ 0.88 O overall, bal Fe 
(at.%), along with trace levels of impurity elements such as Al, Mn, Si and C.  The main 
difference between the composition of MA957 and more recent NFA products is that the 
former contains Mo instead of W, and MA957 has a much higher Ti content.  The base 
alloys were consolidated at approximately 1150°C. The FR MA957 was further 
processed by gun drilling and hot extrusion to form 65 mm outer diameter tubing, with a 
wall thickness of 9 mm.  Additional processing details are not available.  The LTTA of 
US-MA957 was carried out in a sealed tube with a He atmosphere at 1000°C.  MA957 
coupons were wrapped in high Cr stainless steel foil during aging to reduce the loss of 
this element.   Approximately two millimeters of the sample was removed to avoid near 

27



Fusion Reactor Materials Program June 30, 2011  DOE/ER-0313/50 – Volume 50 
 
 
surface effects.  Sectioned plates of US-MA957 with dimensions of 100 × 17 × 2 mm3 
were butt-FSW in the long dimension direction at a tool spindle speed of 130-160 rpm 
and travel speed of 150-200 mm/min [26].  Material from the middle of the FSW zone 
was characterized.  The FSW material was also annealed at 1150°C for 1 h (FSW-A).  
The basic microstructures and properties of these alloys have been described elsewhere 
[27,28]. 
 
TEM  
 
The NF were characterized both in thin TEM foils, on extraction replicas, and in one 
case as bulk extractions in filters.  The extractions were carried out two different 
methods.  In the first case, the polished (0.3 µm alumina finished) surface of the MA957 
was electrochemically etched with a solution of 1% tetra methyl ammonium chloride-
10% acetyl acetone-methanol at a potential of ≈ 6 V [15].  The etched surface was then 
coated with a 10-20 nm carbon film.  The carbon film containing NF was subsequently 
removed by a second electrochemical etching step and captured on a TEM grid.  This 
method yields both isolated and a few clustered NF on the carbon extraction replica foils.  
The second method was to first C-coat the polished surface (without etching) and then to 
remove the C film by a single electrochemical etching process.  This method yielded 
larger coagulated clusters of small NF in some cases.  The first extraction method is 
useful for determining the size distributions on the NF, typically using high angle annular 
dark field (HAADF) imaging, as well as possible NF associations with each other and 
with other phases.  However, the extractions do not provide reliable estimates of the NF 
number densities (N), in part due to the complex topology of the etched surfaces.  The 
conventionally extracted particles were also examined using HRTEM and EDX to 
characterize the structure and composition of the NF, respectively.  The second 
extraction method is useful for increasing the signal for both EDX and selected area 
diffraction (SAD) measurements on large clusters of small NF.  In the case of the FR 
MA957 neither extraction method produced NF that could be reliably used for EDX.  In 
this case, the two-step extraction was carried out on somewhat roughened surfaces to 
produce higher areal densities of NF consistent with EDX measurements.  In addition 50 
nm pore size filters containing NF removed from bulk extraction solutions, that were then 
flash burned and fabricated into electron transparent TEM specimens, were successfully 
used for EDX studies of the FR MA957.  
 
There is of course an issue concerning the effect of the extraction process on the 
character of the NF.  We believe that this is not a significant issue for the oxides 
themselves since they are stable under the non-acidic etching, and the their 
characteristics generally resemble those observed in foil.  However, this does not 
address the question of possible segregation of elements like Ti or O to the oxide 
interfaces, the termination composition of the interface or the stability of the very 
smallest NF even at subunit cell sizes.  These important questions will be addressed in 
future research.  What is reported here is what is observed within the limitations of the 
various techniques. 

 
Thin TEM foils were prepared by either a lift-out technique using a FEI Helios-focused 
ion beam (FIB) tool or by twin jet electro-polishing.  We focus here on the FIBed 
specimens, since they are far superior to electro-polished samples, mainly because of 
their reduced magnetic mass.  The final thickness of the FIBed foils was between 30 and 
70 nm.  A final, low energy Ga beam (2kVand 5.5pA) was used to remove the higher 
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energy ion damage to achieve high quality samples.  The HAADF studies were 
performed using an FEI TITAN at 300 kV.  The in-foil studies involved conventional 
bright field diffraction contrast imaging and phase contrast HRTEM imaging that were 
performed on either an FEI TITAN at 300 kV or an FEI T20 TEM/EDX at 200 kV. EDX 
spectra were recorded on an FEI T20 in STEM mode with the stage tilted to 10˚, at a 
spot size of 3 or 4, and condenser aperture of 70 µm, which is the optimal experimental 
condition for measuring the composition of the small NF.  Analysis of the HRTEM 
images was carried out by FFT power spectrum diffraction pattern indexing.  The lattice 
spacing and inter-planar angles were measured by using Image J and Adobe Photoshop 
6.0.  The NF number densities were determined from the in foil micrographs.  The foil 
thickness was measured by convergent beam electron diffraction.  The size distributions 
of the NF were measured on both the conventional extractions and in foil specimens. 
 
RESULTS 
 
NF Number Densities, Size Distributions, Volume Fractions and Morphologies. 
  
Figure 1 show examples of bright field (BF) in-foil TEM micrographs for the US (a) and 
French (b) MA957 NFA. Polyhedral NF are observed over a wide range of sizes and are 
qualitatively similar in both cases.  The NF appears to be somewhat coarser in the US-
M957, which also contains a higher dislocation density in this micrograph.  The NF 
images are sharper in the FR MA957, but this is probably associated with the specific 
imaging conditions, rather than actual physical differences.  Figure 2 shows the NF in 
the LTTA (1000°C for ≈ 19.53 kh) condition.  While some small NF is still observed, 
coarsening is clearly observed after LLTA, and there is a large increase in the number of 
larger precipitates (> 10 nm). Figure 3 shows BF in-foil TEM images of NF in the FSW 
(a) and FSW-A (b). 
  

 
 
Figure 1.  BF in-foil TEM images showing NF in US MA957 (a) and French MA957 (b). 
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Figure 2.   A BF in-foil TEM image showing NF in long-term thermal aging (LTTA) US  
MA957. 
 

 
 
Figure 3.   BF in-foil TEM images of NF in the FSW (a) and FSW-A (b) conditions. 
 

 
Due to favorable imaging condition for the FSW-A sample, the NF are especially visible 
as truncated cubic polyhedral shapes, many with similar orientations with respect to the 
ferrite matrix.  The NF is clearly visible down to ≈ 1 nm.  The image was recorded near 
the <001> zone axis of the ferrite matrix, and the white dashed lines are the 
corresponding (100) planes.  The NF number densities, N, were determined from the in-
foil micrographs and are summarized in Table 2.  The value of N is highest in the FR 
MA957 and lowest in the LTTA condition.  The apparent N is nominally somewhat larger 
in the FSW-A condition compared to the as-extruded alloy. 
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Table 2.   The number density and average diameter of the NF with d<10 nm in the five 
different MA957 conditions. 

N, <d> US MA957 French MA957 FSW FSW-A LTTA 
N (1023/m3) 1.3 3.8 1.3 2.2 0.5 
<d> (nm) 3.4 2.8 2.8 2.4 4.8 

 
Figures 4 shows an example of a HAADF image of the conventional NF extractions from 
the FR MA957 that appear with white contrast owing to their larger average nuclear 
charge Z compared to the C foil.  The HAADF imaging was useful in measuring the NF 
size distributions in the various MA957 conditions.  The size distributions for the US and 
French-MA957 for both the in-foil and extracted NF are shown in Figure 4a and 4b.  A 
comparison of the in foil NF size distributions for FR and US MA957 is shown in Figure 
4c.  In both cases, but particularly for US-MA957, the distribution is shifted to slightly 
larger sizes.  In part this is believed to be due to agglomeration of the smaller extracted 
particles.  The in-foil NF N = 1.3x1023/m3 and <d> = 3.4 nm for the US-MA957, versus N 
= 3.8x1023/m3 and <d> = 2.8 nm for the French-MA957.  The corresponding average 
volume fractions are 0.40% and 0.61%, respectively.  
 

 
 

              Figure 4.  HAADF images of replica samples of French MA957. 
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Figure 5. Comparison of in foil versus extraction replica NF size distributions in US 
MA957 (a) and French MA957 (b); in foil US MA957 and French MA957 NF size 
distributions (c). 
 
Figure 6 shows the in-foil NF size distribution for the US-MA957 in the as extruded and 
LTTA condition.  Significant coarsening is evident, with an increase in the average 
diameter from <d> = 3.4 to 4.8 nm, accompanied by a reduction in N from ≈ 1.3x1023 to 
0.5x1023/m3.  Figure 7 shows the corresponding effects of FSW (a) and FSW-A (b) on 
the in foil NF size distributions in US-MA957.  The N and <d> for the FSW are 
1.3x1023/m3 and 2.8 nm, respectively, compared to the same nominal N and slightly 
larger <d> = 3.4 nm in the as-extruded condition.  The apparent N = 2.2x1023/m3 is larger 
in the FSW-A condition and the <d> = 2.4 nm is slightly smaller.  This possible 
refinement may suggest some dissolution of the solutes during severe deformation and 
re-precipitation upon annealing.  The small differences in NF sizes measured by TEM 
are consistent with independent APT and SANS data [28].  However, the latter two 
methods suggest reductions in N by 10% (APT) to 50% (SANS, but method this is less 
reliable in this case) in the FSW condition and a 50% reduction in the APT N for the US 
MA957 FSW-A condition.  
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Figure 6.  Comparison of the NF size distributions in the as extruded and LTTA US 
MA957. 
 
 
It is important to put the apparent similarities and differences in the various MA957 
conditions cited above in perspective.  Specifically the NF populations can vary 
significantly over length scales of tens of nm to µm and there are limitations in all the 
characterization methods.  Thus the most robust conclusions are that the NF are 
qualitatively similar in all cases, with discrete phase polyhedral morphologies from 
 <d> ≈ 1 to > 10 nm.  The NF in the US MA-957 may be slightly coarser (larger <d> and 
smaller N) than in the French-MA957.  The NF are only moderately affected, but 
perhaps slightly refined and redistributed, in the FSW and FSW-A conditions.  However, 
LTTA results in significant coarsening, as reflected in a significantly larger <d> and 
smaller N.  
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Figure 7.  Comparison of the NF size distributions in the as extruded and FSW US 
MA957 (a); comparison of the NF size distributions in the FSW MA957 and FSW-A US 
MA957 (b). 
 
 
The Structure and Composition of the NF in the French and US-MA957 
 
Figure 8 shows an HRTEM image (a) of a rather large feature (d ≈ 12 nm) in the US 
MA957 along with the corresponding FFT power spectrum diffraction pattern (b).  Table 
3 shows the corresponding measured inter-planar distances and angles.  These results 
are not consistent with either cubic Y2Ti2O7 or hexagonal Y2TiO5 or YTi2O6.  However, 
the diffraction data are much more consistent with orthorhombic Y2TiO5 <1 -15 4> or 
YTiO3 <2 1 -2>.  An even larger ≈ 20 nm feature shown in Figure 8c was not found to be 
consistent with any known Y-Ti oxide phase.  As shown below, EDX results the features 
in the size range above ≈ 5 nm show Y/Ti ratios from ≈ 1.0 to 2.0.  Figure 9 shows an 
HTREM images (a,c) and corresponding diffraction patterns (b,d) for slightly smaller ≈ 5 
to 6 nm NF in the FR MA957.  As shown in Table 4a the inter-planar spacing and angles 
are reasonably consistent with the Y2Ti2O7 <011> (b) and <001> (d) zone axes.  
Similarly, a HRTEM image of a small precipitate was indexed as Y2Ti2O7 with a <245> 
zone axis, as shown in Table 4b.  Table 5 summarizes the results of the HRTEM FFT 
structure analysis of individual NF.  While a large number of NF (d < 10 nm) were 
examined only 7 could be individually identified as possible orthorhombic Y2TiO5 phases 
in the US MA-957, and two Y2TiO5 plus 4 Y2Ti2O7 NF in the FR MA957. 
 
Figure 10 shows an example EDX spectrum for one of the smaller (d < 10 nm) extracted 
oxides from the US MA957, indicating that it is predominately composed of Y, Ti and O, 
with an average Y/Ti/O ratio of 22/16/62. Table 5 also summarizes the average Y/Ti/O 
compositions from EDX measurements for the US and FR MA957 for the smaller 
individual extracted oxides.  The number of oxides measured is given in brackets in the 
second column.  The average Y/Ti(≈ 1.4) ratio is higher in the US-MA957.  The Y/Ti is 
lower in the French-MA957 (≈ 1.2), and is closer to stoichiometric Y2Ti2O7. Note these 
compositions do not, in general, suggest that there is a mixture of Y2Ti2O7 and Y2TiO5 
phases, since the compositions vary from stoichiometric values for the individual oxides.  
In-foil EDX on the three oxides in the FSW and annealed MA957, shown in Figure 11, 
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with d ≈ 13.4, 9.2 and 5.2 nm, have Y/Ti ratios of 2, 0.9 and 0.8, respectively.  The 
largest oxide is compositionally consistent with Y2TiO5, while the latter are more likely 
slightly non-stoichiometric Y2Ti2O7. 

 
 

 
 
Figure 8.  A HRTEM lattice image of a large feature in US MA957 (a) and the 
corresponding FFT power spectrum, (b) HRTEM lattice image of a large unidentified 
precipitate, and (c). 
 
 
Table 3 measured and calculated inter-planar distances (d) and angles (a) in Fig. 8 and 
possible indexing. 

d (Å), a d1 d2 d3 a12 a13 a23 
Measured 2.55 2.15 2.20 61.5° 66.7° 51.8° 
 Y2TiO5(o) 2.52 {401} 2.09 {313} 2.18 {1-1-4} 62.2° 67.6° 50.2° 
YTiO3(o) 2.50 {-120} 2.09{202} 2.18 {122} 62.3° 67.3° 50.4° 
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Figure 9.  HRTEM lattice images of small NF in French MA957 (a, c) and the 
corresponding FFT power spectra (b, d).  
 
 
Table 4a.  Measured and calculated inter-planar distances (d) and angles (a) for Fig.9a 
and possible indexing. 

d (Å), a d1{2-22} d2{400} d3{22-2} a12 a23 a31 
Measured 2.96 2.60 3.09 53.4° 55.6° 71.0° 

Y2Ti2O7 2.90 2.52 2.90 54.7° 54.7° 70.5° 
 

Table 4b.  Measured and calculated inter-planar distances (d) and angles (a) for Fig.9c 
and possible indexing. 

d (Å), a d1{400} d2{440} d3{040} a 12 a13 

measured 2.52 1.78 2.52 45.15° 90° 
Y2Ti2O7 2.65 1.87 2.65 45° 90° 

 
 
Table 5.  Summary of HRTEM and EDX results from individual NF (d < 10 nm). 
MA957 <Y/Ti/O (#) Phase 

Unknown Not 
Indexed 

Pos. 
Y2TiO5 

Pos. 
Y2Ti2O7* 

Pos. 
Y2Ti2O7 

FR 23/19/58 
(27) 

4 17 0 1 4 

US 21/15/64 
(12) 

3 61 2 5 6 

* Only one set of planes 
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Figure 10.  An example of an EDX spectrum for a small (d ≈ 10 nm) NF.  
 

HRTEM and EDX characterization of the structure of individual NF in the range of d < 5 
nm is more difficult.  Thus we have used the second replica extraction procedure to 
produce higher local densities or aggregated clusters of NF that were characterized by 
HRTEM, selected area diffraction (SAD) and EDX.  Figure 12a shows an example of 
high local densities of polyhedral NF extracted from US MA957.  Figure 12b shows a 
SAD pattern taken for the group of small particles.  In this case the SAD has been 
calibrated to a GaN standard shown in Figure 12c.  Table 6 shows that the SAD rings 
indicate NF d-spacings that are highly consistent with Y2Ti2O7.  HRTEM FFT power 
spectra on groups of these oxides yield similar results.  
 
Table 6.  Summary of d spacing’s measured from the SAD ring pattern shown in Fig. 
12(b). 

 Compound hkl Measured Calculated 
GaN Standard 100 2.763 2.763 

Y2Ti2O7 222 2.926 2.91 
Y2Ti2O7 400 2.563 2.52 
Y2Ti2O7 440 1.798 1.78 
Y2Ti2O7 622 1.540 1.52 

  
 

 
 

Figure 11.   A HAADF image of FSW-A US MA957 (a) and corresponding EDX on the 
three indicated NF  (b, c, d). 
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Figure 12.  An example of high local densities of polyhedral NF extracted from US 
MA957 by the second replica method (a); a SAD pattern taken for the clump of particles 
(b); the SAD has been calibrated to a GaN standard (c).  

 
Figure 13a shows a cluster of oxides and Figure 13b the corresponding EDX 
measurements.  The aggregate compositions are 15.5% Y (L), 15.4% Ti (K), 1.1% Cr (K) 
and 68% O (K).  These values are very close to the composition of Y2Ti2O7 18.2% Y, 
18.2% Ti and 63.6% O.  EDX of the small precipitates in the FR MA957 were carried out 
on both rough surface two-step extractions and the filtered bulk extractions.  The EDX 
Y/Ti ratio also averages ≈ 1 in these cases.  

 

 
 

Figure 13.   A HAADF image of a cluster of small NF (a); andm the corresponding EDX 
spectrum (b).  
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DISCUSSION, SUMMARY AND CONCLUSIONS 
 
The sizes (d) and number densities (N) of the NF appear to be generally similar in the 
FR and US MA957 heats.  TEM indicates that the FSW and FSW-A conditions are also 
similar to one another and to the parent as extruded US MA957.  However, it is noted 
that the in foil estimates of the N for US-MA957 found here are somewhat lower than 
previously reported [28].  Further, SANS and APT data suggest that there is a more 
significant decrease in N in the FSW and, especially, the FSW-A conditions than 
indicated by the current TEM data.  LTTA at 1000°C for 19.53 kh coarsens the NF with a 
significant increase in <d> and decrease in N, consistent with trends observed in APT 
and SANS studies [29].  
 
The HRTEM-FFT, SAD and EDX data indicate that the smallest (d < 5 nm) NF in MA957 
are cubic pyrochlore Y2Ti2O7 complex oxides, broadly consistent with most previous TEM 
and XRD observations of larger precipitates in similar alloys.  BF TEM suggests that the 
NF have an orientation relationship (OR) with the (100) planes in the Fe-Cr ferrite matrix.  
Work is continuing to establish the full OR, including the corresponding oxide interface 
planes and directions.  
 
Notably, the TEM results are inconsistent with interpretation of AP data that suggest that 
the NF are far from equilibrium, perhaps coherent, transition phase solute clusters with 
much lower Y/Ti and O/(Ti + Y) ratios as well as very high Fe and Cr contents even in 
the center of small NF.  Thus, we believe that the conclusion regarding their being an 
APT Fe-Cr content artifact is robust.  However, the observations reported here do not 
address the possibility that solutes segregated to the NF interfaces, perhaps forming a 
Y2Ti2O7 oxide and a Ti and O enriched shell.  
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1.4 Inter-Laboratory Atom Probe Tomography Characterization Study of the 
Nanofeatures and the Bulk and Matrix Compositions of US MA957  N. J. 
Cunningham, G. R. Odette (Univ. California Santa Barbara), E. Stergar (University of 
Leoben),1 E. A. Marquis (Oxford University),2 A. Etienne, C. Hatzoglou, B. Radiguet and P. 
Pareige (University of Rouen) 

 

OBJECTIVE 

The objective of this work was to carry out an inter-laboratory comparison of the nano-features 
(NF) and bulk and matrix compositions of a reference nano-structured ferritic alloy (NFA) 
characterized by atom probe tomography (APT) at four institutions. The reference NFA was an 
as-extruded heat of US MA957.  

SUMMARY 

APT studies were carried out at the University of California Santa Barbara (UCSB), University of 
Leoben (UL) in Austria, Oxford University (OU) in England and University of Rouen (UR) in 
France.  The tools used at UCSB, OU and LU were all Cameca (previously Imago) HR3000X-
HR Local Electrode Atom Probes (LEAPs), while the fourth instrument at Rouen was a Camaca 
Laser Assisted Wide Angle Tomographic Atom Probe (LAWATAP). The measurements reported 
by the various APT groups are in remarkable agreement with one another.  The bulk average 
compositions (at.%) for Fe, Cr, Ti, Y and O are: 83.6±0.39, 14.8±0.46, 0.771±0.059, 
0.064±0.022 and 0.273±0.031, respectively.  The corresponding matrix Fe, Cr, Ti, Y and O are, 
respectively: 84.1±0.283, 14.7±0.212, 0.636±0.021, 0.017±0.001 and 0.109±0.020.  The 
average NF compositions, based only on their Y, Ti and O contents (at.%), are 13.9±0.92 Y, 
41.6±3.34 Ti and 45.4±4.77 O, respectively.  The corresponding average NF number density (N) 
and average diameter (<d>) are: 5.1±1.06x1023/m3 and 2.72±0.56 nm, respectively. 

PROGRESS AND STATUS 

Experimental Methods 

Data was collected using a range of experimental conditions.  Similarities and differences in the 
various APT methods are briefly summarized here, but will be discussed in much greater detail 
in future publications.  The compositions of the matrix and overall bulk were evaluated, along 
with the composition, number density (N) and diameters of the NF; the mean diameter is 
reported here, <d>.  Not all of these measurements are available from all the participating 
institutions at this time, so this should be considered to be a preliminary report.  The data 
analysis is continuing along with some additional APT measurements.  In total, volume 
equivalent to ≈ 500x106 atoms were probed in this study. 

Samples at UCSB were prepared by either electropolishing or using an FEI Helios 600 focused 
ion beam (FIB) instrument, while all samples prepared RU and LU were electropolished.  LEAP 
measurements at all three institutions were performed in voltage or laser mode with a 200 to 250 
kHz pulse rate and 0.5 to 1% target evaporation ratio.  The analysis conditions at UCSB ranged 
from 0.05 to 0.5 nJ laser pulse energy, temperatures between 33 and 70 K and a 20 to 25% 
pulse fraction.  All the samples at LU were run in laser pulsing mode at energies between 0.1 

                                                             
1 Current institution, University of California, Santa Barbara and Berkeley 
2 Current institution, University of Michigan 
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and 0.3 nJ and temperature between 33 and 58 K.  At Oxford samples were run in either voltage 
mode (25°K and 15%) or in laser pulsing, typically at 40-50°K and 0.4 nJ to minimize the  
Fe*/Fe2+ ratio.  LAWATAP measurements at UR used a laser pulse rate of 100 kHz, at a laser 
power of either 0.14 or 0.19 nJ at 50 K.  In the later case, the laser energies were set to get a 
laser pulse equivalent to a voltage pulse fraction of 20%.  It should be noted that the laser spot 
size is larger in the LAWATAP, hence the corresponding energy density is significantly lower 
than in the laser LEAP measurements. 

The LEAP data were analyzed using the IVAS software package, while the LAWATAP results 
were analyzed with the GRM 3D Data Software developed by the Group of the Physics of 
Materials (GPM) at UR.  In all the IVAS reconstructions, the NFs were identified and their 
compositions were determined using the maximum separation distance method for the solute 
ions of interest, Y, Ti and O, including their ionic forms like TiO and YO [1].  All these solute ions 
in a cluster were used to determine the radius of gyration (lg), which is related to an estimated 
physical spherical radius as rsphere = 1.29lg [2,3]. At OU the clusters were identified using the TIO 
and YO molecular species.  Cluster compositions were measured with a L= dmax and e = dmax/2.  
The cluster compositions were calculated after removing all of the Fe atoms and other elements 
proportionately to the matrix composition.  At UR cluster atoms were identified by using a grid to 
divide the analyzed volume into small cubes, first calculating the concentration of solutes in each 
cube, and then assigning a concentration value to each ion using linear interpolation based on 
its proximity to the center of the surrounding cube volumes.  Atoms at concentrations greater 
than a specified limit were considered to be in the cluster.  The NF number density was 
calculated using the total number of ranged atoms in the measured volume. NFs on the edge of 
the volume were counted as one-half.  

The mass spectrum for MA957 has many overlapping and interfering peaks.  In order to obtain 
better estimates of composition, where possible the natural isotope abundance and the ion 
counts in the most isolated peaks were used to establish the contributions from the same 
element with overlapping peaks.  Large post-peak tails, especially from Fe+2 isotopes, overlap 
the peaks for Y+3 and some TiO+2.  The numbers of ions in these smaller peaks were found by 
subtracting off the post peak Fe+2 tail. 

Results 

Table 1 summarizes the bulk composition measurements for the key matrix and solute elements 
Fe, Cr, Ti, Y, O and Mo.  The numbers for the various labs are the un-weighted averages of the 
individual APT measurements that collectively result in the total of the number of ions collected 
that are also shown in the Table.  The overall averages of the different labs are: 83.6±0.39 Fe, 
14.8±0.46 Cr, 0.771±0.059 Ti, 0.064±0.022 Y, 0.273±0.032 O, and 0.158±0.016 Mo.  The 
standard deviations (SD) are relatively small in all cases.  Table 2 summarizes the matrix 
compositions, defined, as the solute atoms not included in the NF clusters.  The averages are 
84.1±0.283 Fe, 14.7±0.212 Cr, 0.636±0.021 Ti, 0.017±0.001 Y, 0.109±0.020 O and 0.143±0.017 
Mo.  The matrix composition SD are again all relatively small.  
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         Table 1.  APT bulk average compositions of MA957 (at%). 

Lab Fe Cr Ti Y O Mo 106 ions 
UCSB 83.4 14.8 0.831 0.054 0.296 0.143 57.1 
Rouen 83.3 15.2 0.771 0.049 0.287 0.155 32.6 
Leoben 84.0 14.3 0.713 0.089 0.236 0.174 70.0 

Av 83.6 14.8 0.771 0.064 0.273 0.158 - 
SD 0.39 0.46 0.059 0.022 0.032 0.016 - 

 

 

         Table 2.  APT matrix average compositions of MA957 (at%). 

Lab Fe Cr Ti Y O Mo 106 ions 
UCSB 84.0 14.8 0.651 0.017 0.092 0.108 9.7 
Rouen 83.9 15.0 0.636 0.015 0.123 0.162 32.6 
Oxford 84.4 14.5 0.622 0.019 0.114 0.160 TBD 

Av 84.1 14.7 0.636 0.017 0.109 0.143 - 
SD 0.283 0.212 0.021 0.001 0.020 0.037 - 

 

Based on standard analysis the NF nominally contains large quantities of matrix Fe and Cr.  For 
reasons that will be discussed in detail in future publications, and which are also the subject of a 
growing literature [for example see 4,5] the large quantities of NF Fe and, at least to a significant 
extent Cr, are believed to be artifacts of the APT method.  These artifacts are primarily 
associated with so-called trajectory aberrations that artificially insert matrix ions into the NF 
volume in the case of features that have a lower evaporation potential than the bulk ferrite phase 
[6,7].  Thus we focus here on the Y, Ti and O ions that are the ingredients of the complex oxides 
like Y2Ti2O7 that are known to form the core of NF in NFA [6].  The average NF compositions for 
the various labs are shown in Table 3.  The overall average solute values are: 13.9±0.81 Y, 
41.9±3.19 Ti and 44.2±4.65 O.  Thus the compositions of the NF are also very similar in all 
cases.  The corresponding average Y/Ti ratio is 0.33 and the average (Y+TI)/O ratio is 1.24.  
Notably these values are inconsistent with known Y-Ti-O complex oxides, like cubic pyrochlore 
Y2Ti2O7 and orthorhombic Y2TiO5.  

Table 4 shows that the various APT measurements NF N and <d> are also in reasonably good 
agreement with one another.  The overall averages are N = 5.1±1.06x1023/m3 and <d> = 
2.72±0.56 nm.  The only apparent systematic difference is that the <d> is significantly larger in 
the case of the LAWATAP (RU) results, with <d> =3.36 nm, compared to the average of 2.38 for 
the LEAP measurements at UCSB and LU.  
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                     Table 3.  APT NF Y-Ti-O solute compositions (%). 

Lab Y Ti 0 106 at 
UCSB 14.4 45.6 39.9 57.1 
Rouen 14.3 40.7 45.0 32.6 
Leoben 14.4 44.0 42.0 65 
Oxford 12.5 37.3 52.2 NA 
Aver 13.9 41.9 44.8 - 
SD 0.81 3.19 4.65 - 

 

                           Table 4.  APT NF number densities (N) and average diameters (<d>). 

Lab N (1023/m3) <d> (nm) # Clust 
UCSB 3.9 1.18 805 
Rouen 6.6 1.68 404 
Leoben 5.7 1.21 823 
Oxford 4.4 - TBD 
Aver 5.1 1.36  
SD 1.06 0.28 - 

 

ANALYSIS AND DISCUSSION 
A detailed analysis and interpretation of these results will be presented in a future publication.  
However, it is useful to briefly examine the implications of these observations.  First, APT 
measurements clearly can be very precise, and overall do not seem to be highly dependent on 
the individual laboratory where they are carried out.  However, being precise does not 
necessarily translate to being accurate if the technique implicitly shares common limitations, 
anomalies and artifacts.  For example it is now established by TEM, in the size range where the 
two techniques overlap, that the NF in MA957 consist of the pyrochlore Y2Ti2O7 complex oxide, 
with a Y/Ti ratio ≈ 1, rather than the 0.33 observed in APT [6].  The (Ti+Y)/O ratio is harder to 
establish with TEM but is lower for Y2Ti2O7  at ≈ 0.57 than observed by APT at ≈ 1.24.  
Discussion of the limitations that might lead to these apparent discrepancies are beyond the 
scope of this short report.  However, we will further analyze the results to probe possible 
explanations of APT observations and to gain additional insight.  

Table 5 shows the nominal overall chemical composition of the MA957 along with the average 
APT bulk and matrix compositions.  The bulk compositions of Y, Ti, O and C are significantly 
lower than the nominal alloy chemistry.  This may be due to the sequestering of these elements 
in a low number density of coarse phases, such that the probability of encountering them in APT 
study is very low.  Alternatively, the APT may undercount some of these elements.  Table 5 also 
shows the difference between the APT bulk and matrix compositions.  The differences are small 
except in the case of Y, Ti and O, consistent with the fact that these elements are associated 
with the phase separated NF.  The fraction of these solutes that are presumably associated with 
the NF is 0.23, 0.75 and 0.61 of the bulk composition for Ti, Y and O, respectively.  Table 6 
summarizes the estimated NF solute contents based on the atomic fraction differences (%), 
consisting of 0.143 Ti, 0.049 Y and 0.17 O, respectively.  Table 7 summarizes various estimates 
of the NF volume fraction (fnf) in various ways. In the first case, the fnf is estimated to simply be 
the sum of the Y, Ti and O differences between the bulk and matrix, which is fnf ≈ 0.36%.  In the 
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second case it is assumed that the Y, Ti and O reside in a stoichiometric Y2Ti2O7 oxides with a 
density of 4.98 g/cm3, based on the Y estimated to be in the NF, giving fnf ≈ 0.28%.  The two 
other estimates of fnf are based on the Ti and O NF Y2Ti2O7 contents, resulting in fnf ≈ 0.81 and 
0.16%, respectively. These estimates of fnf are somewhat lower than SANS measurements with 
fnf ≈ 0.92±0.08, except for the estimate based on Ti.  Table 8 compares the estimated NF Y/Ti 
and (Y+Ti)/O ratios based on both direct evaluations of the clusters and the solute atomic 
balance estimates.  The agreement is remarkably good, although the two evaluations are not 
completely independent of one other.  

 

   Table 5.  Averages solute location and differences including some trace elements (%). 

Loc Fe Cr Ti Y O Mo Mn Si C Al 
Chem 83 14.3 1.12 0.128 0.79 0.17 0.065 0.059 0.073 0.183 
Bulk 83.6 14.8 0.779 0.065 0.281 0.157 0.066 0.069 0.006 0.038 
Matr 84.1 14.7 0.636 0.017 0.109 0.143 0.057 0.076 0.005 0.022 
Diff 

-0.50 0.031 0.143 0.049 0.172 0.014 0.009 
-

0.006 0.001 0.016 
Dif/Av -0.01 0.00 0.18 0.75 0.61 0.09 0.14 -0.09 0.17 0.42 

 

                      Table 6.  Y, Ti, O solute balances estimates of fnf (%). 

Location/Solute Ti Y O 
Bulk 0.779 0.065 0.281 

Matrix 0.636 0.017 0.109 
Estimated in NF 0.143 0.049 0.172 

 

      Table 7.  Solute balance estimates of NF volume fractions (fnf) and solute ratios. 

fnf(%), Y/Ti, (Y+Ti)/O 
fnf from Y+Ti+O 0.36 

fnf from Y2Ti2O7 and 
Y 0.28 

fnf from Y2Ti2O7 and 
Ti 0.81 

fnf from Y2Ti2O7 and 
O 0.16 

 

Table 8.  Comparison of NF Y/Ti and (Y+Ti)/O ratios from APT evaluations (DE) of the clusters 
and atomic mass balance estimates (MB). 

Ratios Clusters Atomic Balances 
Y/Ti 0.33 0.34 

(Y+Ti)/O 1.24 1.12 
 

 

45



Fusion Reactor Materials Program June 30, 2011  DOE/ER-0313/50 – Volume 50 

 

CONCLUSIONS 

An inter-laboratory round robin APT study of the bulk, matrix and NF compositions of a US heat 
of MA957 showed that the results found by the four participants are generally in excellent 
agreement with one another.  The agreement is also good for the number densities of the NF.  
There is a more significant difference in the LAWATAP evaluation of the average NF diameter, 
which is significantly larger than observed in the LEAP measurements.  This difference could 
come from the tools used for the data analysis.  Some LEAP data will be analyzed with the GPM 
3D Software to clarify this point.  Solute atom fraction based estimates of the NF volume 
fractions are reasonable but somewhat lower than the estimates based on SANS.  However, 
direct APT evaluation of the NF composition is in good agreement with indirect estimates based 
on the differences between bulk and matrix Y, Ti and O contents.  Both indicate an Y/Ti ratio of ≈ 
0.33±0.01 and a (Y+Ti)/O ≈ 1.18±0.06.  

FUTURE WORK 

The data analysis will be completed and a few additional measurements will be carried as 
needed.  A paper on these results will be prepared for journal publication.  This paper will be 
expanded to discuss APT issues, anomalies and artifacts. 
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1.5 The Effect of Bulk Oxygen Concentration on the Micro-nanostructure and Strength of 
a 14Cr Nanostructured Ferritic Alloy   Y. Wu, N. J. Cunningham, A. Etienne,1 E. Haney, 
G. R. Odette  (University of California Santa Barbara), E. Stergar (Leoben University),2  
D. T. Hoelzer (Oak Ridge National Laboratory), B. D. Wirth (University of California 
Berkeley3) and S. A. Maloy (Los Alamos National Laboratory) 

 
OBJECTIVE 
 
The objective is to evaluate the effect of bulk O on the microstructure, nanofeatures and 
hardness of nanostructured ferritic alloys (NFA) that otherwise have a generally similar 
compositions and processing paths.  
 
SUMMARY 

The effects of bulk O variations on the characteristics of the grain structure, nanofeatures (NFs) 
and microhardness of nanostructured ferritic alloys (NFA) were investigated.  The grain 
structures were characterized by optical metallography and transmission electron microscopy 
(TEM).  The NFs were characterized by TEM, atom probe tomography (APT) and small angle 
neutron scattering (SANS).  Based on bulk chemical analysis of the milled powders, the O 
content ranged from 0.065 to 0.249 (wt.%).  The variations in O resulted from differences in the 
milling conditions.  The low O powders (OW3) were milled with a procedure that minimized 
contamination, while the high O powders (OW1), that initially had a low O content in the as 
atomized condition, were contaminated with both N and O during milling.  The intermediate O 
powders (OW4) minimized this contamination while increasing O with additions of FeO during 
milling.  The three powder batches were all consolidated by hot isostatic pressing (HIPing) at 
1150°C and 200 MPa.  All the consolidated alloys had bimodal distributions of grain sizes, that 
were characterized by the two average large and small sizes (ds,l) and the relative fraction of the 
small grains (fs). The NFs were Y-Ti-O enriched phases characterized by their number density 
(N), size distributions and average diameter (<d>), composition (especially the Y/Ti ratio) and 
phase structure (not evaluated in this study).  Both the large and small grain sizes decreased 
with increasing O contents, while the fraction of small grains increased.  The size of the NFs 
decreased and their number density increased with increasing O.  TEM energy dispersive x-ray 
(EDX) studies indicated the low O alloy contained fewer and coarser features compared to 
alloys with higher O.  TEM showed that the low O features were much more highly enriched in Y 
compared to Ti, including a majority that contained no Ti.  However, APT showed that NFs in the 
low O alloy with <d> ≈ 5 nm had Y/Ti ratios < 1 that is only slightly larger than found in the other 
cases.  The Vickers microhardness (Hv) of the alloys increased significantly with increasing O, 
reflecting both the effects of differences in the grain size and scale dispersion strengthening 
features.  The Hv increased systematically with the volume fraction of NFs measured by SANS.  

                                                             
1 Current institution Rouen University 
2 Current institution University of California Santa Barbara and Berkeley 
3 Current institution University of Tennessee Knoxville 
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PROGRESS AND STATUS 

Ohtsuka, Ukai and their co-workers have shown that the O content of 9 Cr steels, that are 
transformable analogs to NFAs, has a strong effect on both their micro-nanostructures and 
properties [1-3].  This is in part attributed to an O effect on the composition and scale of the 
dispersion strengthening oxides and in part due to the effect of O on the fraction of ferrite versus 
martensite in the normalized and tempered alloys.  Decreasing O was reported to lead to oxides 
richer in Y and to a decrease in the fraction of the ferrite phase where the NFs preferentially form. 

This work is part of a collaborative program to develop a larger best practice heat of 14Cr NFA 
[4].  The alloys in this study were fabricated from atomized Fe-14Cr-0.4Ti-0.2Y powders.  The 
addition of Y was intended to explore the possibility of minimizing, or eliminating, the milling step 
normally used to mix Y2O3 into solid solution.  However, it was found that the Y phase separates 
during atomization and that extensive milling is still needed prior to consolidation, in this case by 
HIPing at 1150°C and 200 MPa.  The main focus of this work has been on the powders with low 
O.  The first milling procedure that was used added O and N to the powders as a contaminant 
(OW1).  An improved milling procedure reduced the contamination (OW3).  However, as 
described below, the low O in this alloy resulted in low hardness and coarser grain and NF 
structures.  Thus more O was added to the initially low O powders by milling them with FeO 
(OW4).  Examining the micro-nanostructure and hardness of the three alloys provides an 
opportunity to assess the effects of O in a non-transformable fully ferritic 14Cr alloy.  

EXPERIMENTAL PROCEDURES 

The experimental procedures are only very briefly outlined here.  Full details will be provided in 
future reports and publications.  The as atomized alloy powders described above were provided 
by ATI Powder Metals, along with their bulk chemical compositions. Milling was carried out for 
40h in a dry Ar atmosphere using a Zoz Simolayer CM-01 attritor mill at UC Berkeley (OW1 and 
3) and in a CM-08 attritor mill at Oak Ridge National Laboratory (OW4).  The grain structures 
were characterized by optical metallography and TEM.  The NFs were characterized by TEM, 
APT and SANS.  The Vickers microhardness of the alloys was measured at a 500 g load.  The 
compositions of the powders used in this study are shown in Table 1.  OW1 and OW4 alloys 
used the -100/+325 mesh L2311 powder, while OW3 used the -325 mesh L2314 powder.  Table 
2 shows the O and N contents of the three powders after milling. 
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Table 1.  ATI powder compositions (wt%). 

Batc
h Mesh Alloy Fe Cr W Ti Y Al+Si O N C 

L231
1 

-
100/+325 

OW1, 
4 Bal 14.0 3.0 0.35 0.21 0.045 0.014 0.002 0.006 

L231
4 -325 

OW3 Bal 14.0 3.0 0.36 0.21 0.045 0.034 0.002 0.005 

 

Table 2: N and O wt% in the milled powders used for OW1, OW3 and OW4 HIP alloys 
(wt.%). 

Alloy N O 

OW1 
0.19

0 
0.24

9 

OW3 
0.01

6 
0.06

5 

OW4 
0.01

3 
0.12

7 
 

RESULTS 

As shown in Figure 1, all the NFA had bimodal grain structure with large grains up to tens of µm 
or, and small grains d < 1 µm.  Table 3 summarizes the grain structures, characterized by the 
two average large and small sizes (ds,l) and relative fraction of the small grains (fs).  The dl 
increase and the fs decrease systematically with decreasing O.  The highest O OW1 alloy has 
the smallest dl.  However, systematic ordering of ds is not observed in the intermediate and low 
O alloys.  
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Figure 1.  Optical micrographs of etched (a) OW1, (b) OW3, and (c) OW4.  

 

Table 3.  The average large and small grain sizes (ds,l) and relative fraction of the small 
grains (fs) in OW1, OW3 and OW4. 

Alloy dl (µm) ds (nm) fs (%) 
OW1 9.4 151 70 
OW3 23.3 323 2 
OW4 11.3 582 10 
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TEM micrographs showing the NFs in OW1, OW3 and OW4 are shown in Figure 2.  Figure 3 
compares the corresponding size distributions.  The size and concentration of the NFs in low O, 
OW3 are <d> ≈ 4.7 nm and N ≈ 6.2×1022/m3, respectively, while those in intermediate O, OW4 
are <d> ≈ 2.4 nm and 2.8×1023/m3.  The NFs in high O, OW 1 are only slightly coarser compared 
to those in OW4 with <d> ≈ 3.4 nm and N ≈ 1.2×1023/m3.  

Figure 2.  TEM micrographs of the NFs in OW1 (a), OW3 (b) and OW4 (c). 

 

Figure 3.  The size distributions of the NFs in OW1, OW3 and OW4 measured by bright 
field TEM.  
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EDX was also used to estimate the compositions of NFs extracted on C foils.  Figure 4 shows 
EDX measurements on individual precipitates in OW3, while Figure 5 shows the EDX spectrum 
for a broad area containing many smaller NFs in OW4. In the low O, OW3 alloy, 15 out of the 20 
precipitates observed were Y-rich and contained no Ti (average diameter ≈ 7.0 nm), while 1 had 
a Y/Ti ratio between 1 and 2 (diameter ≈12.0 nm) and 4 had ratios between 2 and 10 averaging 
4.6 (average diameter ≈ 6.0 nm).  In contrast the average Y/Ti ratio in the medium O, OW4, was 
0.5 and 1.2 (d<5 nm), 2.3 (5<d<10 nm) in the high O, OW1.  

 

Table 3.  The NF N and <d> measured by TEM. 

Alloy <d> (nm) N (1023/m3) 
OW1 3.4 1.2 
OW3 4.7 0.6 
OW4 2.4 2.8 

 

Figure 6 shows examples NFs found in the APT studies of OW1, OW3 and OW4.  The 
corresponding N and <d> are summarized in Table 4.  In OW3 <d> = 5.8 nm and N = 
6.0×1022/m3.   This is in contrast to the smaller diameters of 1.7 nm and 2.5 nm and higher 
number densities of 2.9×1023/m3 and 9.6×1023/m3 for OW1 and OW4, respectively.  The Y/Ti/O 
ratios for OW1, OW3, and OW4 were 23/37/41, 22/31/46, and 11/42/47 respectively.  OW3 has 
the highest Y/Ti ratio, but it is still less than 1. 

 

Figure 4.  STEM image of an extraction replica sample from OW3 (a); EDX spectra from 
the PPTs marked by the arrows (b)-(d). 
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Figure 5.  STEM image of an extraction replica sample from OW4 (a); EDX spectrum of the 
square area in (a) is shown in (b). 

 

 

Figure 6.  20 nm thick Atom maps with Cr ions and Y-Ti-O isoconcentration surfaces 
(4.0%) for (a) OW1, (b) OW3, and (c) OW4. 
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Table 4.  The NF number density (N) and average diameter (<d>) measured by APT. 

Alloy <d> (nm) N (1023/m3) 
OW1 1.7 2.9 
OW3 5.8 0.7 
OW4 2.5 9.6 

 

SANS was performed on OW1, OW3, and on an L2314 powder attritor milled with FeO and 
annealed for 3 h at 1150ºC, which is expected to be representative of OW4. OW1 and the OW4 
surrogate FeO milled and annealed powder had smaller <d> = 2.8 nm, while low O, OW3 had 
larger <d> = 5.4 nm.  High O, OW1 had N = 1.1×1024/m3, while the intermediate O, OW4 
surrogate FeO milled and annealed powder had N = 7.1×1023/m3.  Consistent with the TEM and 
APT results, the low O, OW3 had the lowest N =5.2×1022/m3.  The nominal NF volume fractions 
for the OW1, OW3 and OW4 surrogate and OW3 were 1.2, 0.8 and 0.4% respectively.   

 

Table 5.  The NF N and <d> measured by SANS. 

Alloy <d> (nm) N (1023/m3) f 
OW1 2.8 11 1.2 
OW3 5.4 0.5 0.4 
OW4* 2.8 7.1 0.8 

*Powder milled with FeO and annealed.  

 

 

DISCUSSION 

A summary of the NF sizes and number densities for the three techniques is shown in Table 6, 
along with the APT Y/Ti/O ratios and microhardness values.  Figure 7 shows the average N and 
<d> for the three techniques as a function of the alloy O content.   The NF characteristics are 
similar at the intermediate and high O levels, but as noted previously, the NF are larger and 
much fewer in number in case of the lowest O.  Figure 8 shows that the microhardness 
increases with O.  Table 6 also shows the microhardness (Hv) and the NF volume fraction (f) 
measured by SANS.  Notably, as shown in Figure 9, Hv increases in direct proportion to the √f.  
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Table 6.  Summary of the N and <d> in OW1, OW3 and OW4 measured by TEM, APT and 
SANS. 

Technique OW1 OW3 OW4 
O (wt.%) 0.249 0.065 0.127 

TEM d (nm) 3.4 4.7 2.4 
APT d (nm) 1.7 5.8 2.5 

SANS d (nm) 2.8 5.4  2.8* 

TEM N (1023 m-3) 1.2 0.6 2.8 

APT N (1023 m-3) 2.9 0.7 9.6 
SANS N (1023 m-3) 11 0.5   7.1* 

SANS f (%) 1.2 0.4 0.8 
APT Y/Ti/O 23/37/41 22/31/46 11/42/47 

Microhardness 
(kg/mm2) 443±12 252±7 368±4 

*Equivalent milled and annealed powder 

 

 

Figure 7.  The average of <d> and N for TEM, APT and SANS vs O content. 
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Figure 8.   The alloy Hv versus O content. 

 

 

Figure 9.  The alloy Hv versus the square root of the NF volume fraction (√f) measured by 
SANS. 
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FUTURE WORK 

A journal paper will be prepared describing these results and submitted for publication. 
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1.6 Effects of Neutron Irradiation on Hardness Properties of Friction Stir 
Processed ODS Ferritic Steel   Sanghoon Noh (Kyoto University), M. A. 
Sokolov (Oak Ridge National Laboratory), Ryuta Kasada, Akihiko Kimura (Kyoto 
University) and Takuya Nagasaka (National Institute for Fusion Science) 

 
 
OBJECTIVE  
 
The effects of neutron irradiation were investigated on a friction stir processed ODS 
steel.  To investigate the neutron irradiation behavior in the joint area, the hardness 
measurements as post irradiation experiment (PIE) were carried out on the cross 
section using a micro Vickers hardness tester. 
 
SUMMARY  
 
Oxide dispersion strengthened ferritic steels (ODS-FS) have been considered as one of 
the most promising structural materials for advanced nuclear systems such as fusion 
reactors and next generation fission reactors, because of its excellent elevated 
temperature strength, corrosion and radiation resistance.  Especially, irradiation 
resistance is a critical issue for the high performance of ODS-FS. In this study, effects of 
the irradiation on hardness properties of friction stir processed (FSP) ODS-FS were 
investigated. FSP technique was employed on ODS-FS.  A plate specimen was cut out 
from the cross section and irradiated to 1.2 dpa at 573K in the High Flux Isotope 
Reactor (HFIR).  To investigate the effect of neutron irradiation on processed area, the 
hardness distributions were evaluated on the cross section.  Hardness of FSP ODS-FS 
was various with each microstructure after irradiation to 1.2 dpa at 573K.  The increase 
of Vickers hardness was significant in the stirred zone and heat affected zone.  Base 
material exhibited the lowest hardening about 38HV.  Since nano-oxide particles in 
stirred zone showed identical mean diameter and number density, it is considered that 
hardening differences between stirred zone and base material is due to differences in 
initial dislocation density.  
 
PROGRESS AND SATATUS 
 
Experimental 
  
ODS-FS used in this study is Fe-15Cr-4Al-0.7Y2O3 ODS ferritic steel.  Chemical 
compositions are shown in Table 1.  The ODS-FS were fabricated by mechanical 
alloying and hot-extrusion process.  An ODS-FS rod was machined to the dimension of 
115 mm length × 20 mm width × 8 mm thickness, of which the longitudinal direction 
(L-direction) was parallel to the extruded direction, was friction stir processed in the air 
at room temperature.  The material of the rotating tool used in this study is a 
polycrystalline cubic boron nitride (PCBN).  The rotating tool is plunged into the plate 
and moved along bonding direction.  The ODS-FS was friction stir processed at a tool 
traveling speed of 50mm/min and tool rotating speed of 800rpm.  Consequently, the 
process was done parallel to the extruded direction.  Detailed fabrication and 
processing condition are described in previous paper [1].  A plate specimen was cut 
out from the cross section and irradiated to 1.2 dpa at 573K in the High Flux Isotope 
Reactor (HFIR).  To investigate the effect of neutron irradiation on processed area, the  
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hardness distributions were evaluated on the cross section using a micro Vickers 
hardness tester with 200gf for 10s at room temperature in a regular interval of 0.5 mm. 
 

Table 1.  Chemical compositions of ODS ferritic steel. 
Fe C Si Mn P Cr W Al Ti Y2O3 

Bal. 0.018 0.02 0.02 <0.005 15.39 0.28 3.78 0.1 0.7 
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Fig. 1.   Cross sectional optical micrograph of friction stir processed ODS-FS. 

Fig. 2 Irradiation hardening of friction stir processed ODS ferritic steel 
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TEST RESULTS  
 
Optical micrograph of friction stir processed ODS-FS on transverse cross section is 
shown in Fig. 1. Two distinct zones can be clearly identified as base material (BM) and 
stirred zone (SZ). The SZ exhibits a symmetric basin-shape with about 3mm depth at 
bottom and significantly spreading toward the upper surface. In Fig. 2, the hardness 
distribution on the transverse cross section is illustrated as a color level map. Each 
cross line indicates the measured point of hardness and its color shows the hardness 
level. The variable colored distribution area is well corresponding with the changes in 
the microstructure developed during friction stir process, that is, changing colored area 
matches with the geometries of rotating pin and shoulder. As seen in Fig. 2(b), 
boundary area between SZ and BM is limited to very narrow area that can be defined as  
a heat affected zone (HAZ). SZ around the weld center shows lower hardness of 210 ± 
12 HV than that of 316 ± 6 HV of base material. The hardness distribution of tool 
advancing side after neutron irradiation in HFIR to 1.2 dpa at 573K is illustrated in Fig. 
2(c, d). After irradiation, hardness distribution changed randomly from 310 to 420 HV, 
but degrees of irradiation hardening was clearly occurred in each microstructure. In Fig. 
3, irradiation hardening of each microstructure SZ, HAZ and BM is illustrated. The 
irradiation hardening in BM is not so high about 38HV, compared with those in SZ 
showed about 120HV. This means that microstructural difference results different 
irradiation hardening at 572K. S. Noh et al. reported that nano-oxide particles in SZ 
were uniformly distributed and reserved with same mean particle size and number 
density with BM [1]. More detailed microstructural observation is essentially required, 
however, it can be assumed that this is because of dislocation density difference 
between BM and SZ developed during the friction stir process. 
 
 

 
 
 

 
 
 
 
 
 
 

Fig. 3.  Irradiation hardening of each microstructure. 
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Meanwhile, the dislocation density of metal is closely related to the thermal history 
during the processing. The maximum temperature of the work piece by frictional heat 
can be examined with some FSW parameters by Arbegast and Hartley [2]. They 
measured the average maximum temperature for a relationship between maximum 
welding temperature (T, °C) and FSW parameters (ω, ν; tool rotation speed (rpm), 
traveling  speed (mm/min))  and it can be expressed by, where  the exponent α was 
 

 

(2.1)  

 

 
reported to be in the 0.06 in steels, the constant K is 0.65 in steels, and Tm is the melting 
point, 1513°C of this ODS-FS. Thus, the maximum temperature of the ODS-FS 
estimated during the process is estimated to be about 1305°C. Compared with tool 
traveling speed of Al alloy, 50mm/min on ODS-FS is very slow in this study, so the 
workpiece could be heated up to high temperature, 1305°C in several minutes. 
Consequently, it is considered that dislocation recovery occurred in the SZ and 
dislocation density was reduced during friction stir process. This could explain the result 
of irradiation hardening difference between SZ and BM after HFIR irradiation.  
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1.7 Joining of 14YWT and F82H by Friction Stir Welding    D. T. Hoelzer,  M. A. Sokolov 

and Z. Feng, ORNL 

 

OBJECTIVE 

The objective of this work was to investigate the feasibility of joining specimens of the advanced 
ODS 14YWT alloy with each other and with F82H by friction stir welding. 

SUMMARY 

A sample was prepared for the initial joining study using friction stir welding (FSW) that 
consisted of 4 specimens of the advanced oxide dispersion strengthened (ODS) 14YWT-SM6 
ferritic alloy, 15 mm long, 6 mm wide and 2.86 mm thick each, that were spot welded in a 
corresponding slot that was machined in an F82H plate.  The FSW run was successfully 
performed on the sample using a polycrystalline boron nitride tool (PCBN) that resulted in joints 
showing good bonding between specimens of 14YWT-SM6 and between 14YWT-SM6 and 
F82H.  The joints were characterized by light microscopy and SEM analysis and were observed 
to be relatively narrow in width.  However, porosity was observed in the thermomechanically 
affected zone (TMAZ) of 14YWT-SM6 on the advancing side of the FSW joint and at the 
interface between F82H and 14YWT-SM6.  Further refinements in the FSW process will be 
required to minimize defects including porosity.   

PROGRESS AND STATUS 

Introduction  

Friction stir welding (FSW) is an innovative solid-state joining technique that was invented in 
1991 [1].  The basic concept of FSW involves plunging a specially designed tool rotating at high 
speeds into the  seam between work pieces and joins them by solid-state mixing as the tool 
travels along the seam.  Heat is produced by friction from contact between the rotating tool and 
work pieces that allows material to flow around the tool during the translation of the rotating tool.  
As the tool travels along the seam to be joined, a cavity forms at the rear but is filled with 
material redistributed by the rotating tool to form the weld.  The redistribution process causes 
the material to experiences extreme levels of plastic deformation and thermal exposure that can 
have a significant effect on microstructural changes in weld zone.  A recent review of the friction 
stir welding and related friction stir processing methods has been published [2].   

The FSW technique was originally developed for the Al industry.  However, since the FSW 
technique is based on the solid state joining concept, it has recently been applied to joining high 
performance alloys that typically are produced with complex microstructures.  Oxide dispersion 
strengthened (ODS) ferritic alloys (FA; >12Cr) and tempered martensitic steels (TMS; <12Cr 
with C) represent a class of complex high performance materials that are produced by the 
mechanical alloying method to utilize a dispersion of thermally stable oxide particles to greatly 
improve the strength and creep properties at elevated temperatures.  Although there have been 
a limited number of FSW studies that have been conducted on ODS alloys in the recent past, 
these studies demonstrated that joints could be produced with INCO MA957 FA [3,4], INCO 
MA956 [5,6], ODS Eurofer 97 TMS [7] and Plansee PM2000 FA [8].  However, further research 
focusing on improvements in the FSW conditions and microstructural characterization is needed 
in order to improve the joints that are produced in ODS FA and TMS.  
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Recent advances in understanding the MA process have led to development of the advanced 
ODS 14YWT ferritic alloy, or Nanostructured Ferritic Alloy (NFA), during the past 10 years.  The 
salient characteristics of 14YWT consist of a high number density of 2-4 nm dia. Ti-, Y-, and O-
enriched particles, or nanoclusters (NC), and nano-size (<500 nm) grains that provide high 
strength up to 800ºC [9].  Numerous small heats of 14YWT have been produced with similar NC 
dispersion and grain size characteristics.  The purpose of this study was to investigate the 
feasibility of joining specimens of 14YWT by FSW without degrading the highly tailored 
microstructure.  In addition, the study also focused on joining dissimilar materials of 14YWT to 
F82H. The 14YWT used in this study was from the 14YWT-SM6 heat that was produced in 
2005.  This heat was primarily used in the doctoral research project of McClintock [10].  The 
objective of this project was to investigate the tensile and fracture toughness properties of 
14YWT-SM6 before and after exposure to neutron irradiation at HFIR to a dose of ~1.35 dpa at 
300ºC.  A significant highlight obtained in this study was the discovery that the 14YWT-SM6 
heat possessed a fracture toughness transition temperature of -150ºC and upper shelf energy of 
~150-175 MPa·m0.5 that did not change after neutron irradiation [11, 12].  

Procedure 

The specimens used in the friction stir welding experiments were prepared from material of 
14YWT, 14WT and F82H.  The 14YWT was from the SM6 heat that was produced in 2005.  The 
nominal composition of the 14YWT-SM6 heat was Fe-14Cr-3W-0.4Ti + 0.3Y2O3 (all values in 
wt. %).  The 14WT was from the SM3 heat that was also produced in 2005.  The 14WT-SM3 
heat was a reference heat to 14YWT-SM6 since it was ball milled with no Y2O3, so the nominal 
composition was similar to 14YWT-SM6 but contained no Y.  It was planned to use the 14WT 
specimens in the trial FSW attempt to help elucidate any changes in the FSW parameters that 
may be required to make before attempting the experiment with the 14YWT-SM6 specimens.  
Both the 14YWT-SM6 and 14WT-SM3 heats were 0.8 kg in mass and were processed with 
similar conditions, i.e. ball milling time of 40 h and extruded at 850ºC.  The F82H plate used in 
this experiment was supplied to ORNL by JAEA.    

A total of 4 specimens were produced from the 14TYWT-SM6 and 14WT-SM3 heats.  These 
specimens were cut from the end of broken dual notch bend bar specimens that were used in 
three point bend tests in the unirradiated condition.  A dual notch bend bar specimen that was 
fabricated from 14YWT-SM6 prior to the three point bend test is shown in Figure 1.  The fracture 
surfaces of the tested specimens were preserved. 

 

 

Figure 1.  A dual notch bend bar specimen that was used to prepare specimens of 14YWT and 
14WT to be used in the friction stir welding experiment.  
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The preparation of 2 samples used in the FSW study consisted of embedding 4 specimens of 
the NFA 14YWT and the reference 14WT (ball milled with no Y2O3) within several plates of 
F82H. First, a 12 x 30 mm2 slot was cut by Electro Discharge Machining (EDM) in a plate of 
F82H that was 63 mm long, 25 mm wide and 2.86 mm thick.  A total of 4 specimens of 14YWT 
and 14WT were cut from the ends of dual notch bend bar specimens that had been tested.  The 
dimensions of these specimens were 15 mm long, 6 mm wide and 2.86 mm thick.  The 4 
specimens were then arranged in the 12 x 30 mm2 slot that was cut from the F82H plate.  Next, 
a 30 mm long, 25 mm wide and 2.86 mm plate of F82H was placed next to the plate containing 
the slot holding the 4 specimens of 14YWT and 14WT in place.  Two additional plates of F82H 
possessing the same dimensions described previously were used as backing plates.  Finally, 
spot welds were used on butt joints holding the 14YWT and 14WT specimens in the slotted 
F82H plate and between the plates of F82H as shown in Figure 2.  For both samples, the 
extrusion direction of the 14YWT-SM6 and 14WT-SM3 specimens lies parallel to the long axis 
of the bend bar specimens.  Therefore, the traveling direction of the rotating tool during FSW 
was parallel to the extrusion direction of these specimens, i.e. from left to right in Figure 2.    

 

 

Figure 2.  Digital image showing the 4 spot welded specimens of 14YWT-SM6 and 14WT-SM3 
embedded in the slots that were cut in the F82H plates.   

 

Operation of three independent axes with adjustable, adaptable pin tools for on-the-fly mode 
switching between fixed, adjustable, and self-reacting welding modes.  It can also handle 
computer controlled operation and key process parameter monitoring and is capable of making 
non-linear, variable-thickness, and double-curvature welds.  The friction stir welding 
experiments were conducted using a pin tool fabricated from Polycrystalline Cubic Boron Nitride 
(PCBN).  After the FSW runs were performed on the 2 samples, 3 specimens were cut from the 
FSW zones and mounted and polished for microstructural characterization.  The location of the 
3 specimens is shown in Figure 3.  One specimen was cut at the leading edge of the bend bar 
fracture toughness specimens and the next 2 specimens were cut at the 0.25L (L = 30 mm) and 
0.50L positions.  
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Figure 3.  Schematic showing the location of specimens cut from the FSW zone and mounted 
for metallography and SEM analysis.   

 

RESULTS AND DISCUSSION 

Friction Stir Welding Experiment 

The initial FSW run was performed on the 14WT-SM3/F82H sample and was then followed by 
the FSW run on the 14YWT-SM6/F82H sample.  Digital images depicting the friction stir welding 
process on the 2 samples is shown in Figure 4.  The PCBN tool making initial contact with the 
14WT-SM3/F82H sample to start the joining process is shown in Figure 4a.  The completed 
FSW runs that were performed on both samples are shown in Figure 4b.  The results show that 
mixing by FSW occurred over areas in both samples that included material from the F82H plate 
and the bend bar fracture toughness specimens of 14WT-SM3 and 14YWT-SM6, as was shown 
in Figure 2.  In addition, it should be pointed out that the PCBN pin tool did not fracture during 
each of the 2 FSW runs. 
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(a) 

 

 

 

(b) 

 

Figure 4.  Digital images showing (a) contract between PCBN tool and the initial 14WT-
SM3/F82H sample and (b) the completed friction stir welds of the 14WT-SM3/F82H and 
14YWT-SM6/F82H samples. 
 
 
Microstructural Characterization 
 
The preliminary microstructural study of the F82H/14YWT-SM6 sample was conducted on the 
specimen that was cut at the 0.25L location.  The microstructure of the specimen viewed in 
cross section by light microscopy is shown in Figure 5.  This specimen was polished and etched 
to reveal the F82H plate located on the bottom and right side.  The chemical etch had little effect 
on 14YWT-SM6, which appears mostly shiny due to the high (14%Cr) content combined with 
the nano-size grain structure.  Etching was able to reveal the interface between the 
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thermomechanically affected zone (TMAZ) and heat affected zone (HAZ) on the advancing side 
of the FSW joint of 14YWT-SM6.  However, no discernable interfaces were observed near the 
center of the weld nugget between 2 bend bar specimens of 14YWT-SM6 or on the retreating 
side of the FSW joint.  An interface was observed between the TMAZ of the F82H plate and 
14YWT-SM6 specimens.  These results indicated that good bonding occurred between the 
bend bar specimens of 14YWT-SM6 and between F82H and 14YWT-SM6 in the initial FSW 
attempt.  On the other hand, several large pores were present in the lower side of the TMAZ of 
14YWT-SM6 on the advancing side, which indicated that the FSW process conditions still need 
to be refined. 

 

 

Figure 5.  Light micrograph showing the cross sectional view of the FSW joint located at the 
0.25L (L=30 mm) position.   

 
SEM analysis was performed on the same specimen (0.25L) of the F82H/14YWT-SM6 sample 
that was shown in Figure 5.  However, the mounted specimen was re-polished, with a final 
polish using colloidal silica and no subsequent etching.  This procedure was required in order to 
image the nano-size grains present in 14YWT-SM6 using secondary electrons (SE) and back 
scattered electrons (BSE).    

The microstructures representative of F82H and 14YWT-SM6 in the unaffected region and/or 
HAZ are shown in Figure 6.  The microstructure of F82H consisted of large prior austenite grain 
boundaries with fully martensitic lath structure as shown in Figure 6a.  The microstructure of 
14YWT-SM6 shown in Figure 6b consisted of <500 nm size grains that are nearly equiaxed in 
shape since the orientation of the polished specimen in normal to the extrusion axis.    
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(a) 

 
(b) 

 

Figure 6.  SEM backscattered electron micrographs showing the representative microstructures 
of (a) F82H and (b) 14YWT-SM6 in the unaffected or heat affected zones.  
 

 

68



Fusion Reactor Materials Program     June 30, 2011            DOE/ER-0313/50 – Volume 50 
 

 
(a) 

 
(b) 

 

Figure 7.  SEM micrographs showing the microstructure of F82H (top) and 14YWT-SM6 
(bottom) near the large cavities that formed on the advancing side of the FSW zone.   (a) 
secondary electron micrograph and (b) backscattered electron micrograph. 
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The microstructure that was observed by SEM near the large pores on the advancing side of the 
F82H/14YWT-SM6 specimen is shown in Figure 7 at a low magnification.  The SE image in 
Figure 7a showed virtually no interfaces in the weld nugget and HAZ regions while the BSE 
image in Figure 7b revealed interfaces between F82H and 14YWT-SM6 in the top section of the 
weld nugget and between the TMAZ and HAZ of both F82H and 14YWT-SM6.  The narrow gap 
between the unwelded F82H plate and 14YWT-SM6 specimen in the upper right region of the 
micrographs was observed to terminate at the weld zone.  The BSE image in Figure 7b showed 
an extensive mixing pattern in the TMAZ located below the pores in 14YWT-SM6.  This region 
pertained to the etched region observed above the pores by light microscopy in Figure 5.  The 
BSE image also revealed a nonlinear interface between F82H and 14YWT-SM6 that provided 
evidence that mixing occurred between the two materials.  The BSE image also indicated that 
considerable refinement in the microstructure occurred in the FSW nugget of F82H. 
 
Coupled SE and BSE images of the interface observed between the TMAZ and HAZ of 14YWT-
SM6 from the same location of the microstructure are shown at progressively higher 
magnifications in Figures 8 and 9, respectively.  The bottom of the large pore located near the 
interface was included in these images to act as a reference point.  The SE images observed in 
Figures 8a and 9a are sensitive to topographical features and revealed porosity in the TMAZ of 
14YWT-SM6.  The size and distribution of the pores were non-uniform, but were much smaller 
than the large pores present in the TMAZ.  The BSE images shown in Figures 8b and 9b are 
sensitive to channeling effects related to grain orientation and allowed a more clear image of the 
grain size compared to the SE images.  The BSE images showed that the interface region 
separating the TMAZ from the HAZ of 14YWT-SM6 was relatively narrow.  The results indicated 
that FSW increased the grain size in the TMAZ by a factor of 2 to 4 times the size observed in 
the HAZ.  This result implied that elevated temperatures greater than 1000ºC must have 
occurred during FSW based on results obtained from TMT processing of 14YWT that showed 
no increase in grain size after annealing at 1000ºC for 1 h.  The analysis showed no correlation 
between the smaller pores and grain boundaries in the TMAZ.  Although not fully understood, 
similar development of porosity has typically been observed on the advancing side of the FSZ 
joints in other studies [2]. 

The joint observed between F82H and 14YWT-SM6 in the weld nugget is shown in a set of 
coupled SE and BSE images recorded at progressively higher magnifications in Figures 10 and 
11, respectively.  At the lowest magnification shown in Figure 10, the SE and BSE images 
showed that good bonding occurred during FSW resulting in an interface between F82H and 
14YWT-SM6.  The BSE image in Figure 10b revealed that the interface was nonlinear due to 
mechanical mixing of the microstructures between F82H and 14YWT-SM6.  However, no 
discernable grain structure can be observed in either F82H or 14YWT-SM6 at the low 
magnification.  At the higher magnification shown in Figure 11, extensive porosity was observed 
to have developed at the interface between F82H and 14YWT-SM6 during FSW.  The analysis 
indicated that the size and distribution of the pores was non-uniform and that there was no 
correlation between these pores and the grain boundaries in the TMAZ of F82H and 14YWT-
SM6.  It should be noted that the white features observed by SE in Figure 11a are colloidal silica 
particles used for the final polishing of the specimen that were not completed removed during 
cleaning.  The BSE image in Figure 11b showed that the interface region separating the TMAZ 
of F82H and 14YWT-SM6 was relatively narrow.  However, the FSW decreased the grain size 
in the TMAZ of F82H that resulted in equiaxed morphology and modified martensitic lath 
structure.  In the TMAZ of 14YWT-SM6, the FSW increased the grain size and appeared to 
have slightly elongated the grains with an orientation relative to the interface.  Additional SE and 
BSE images were recorded along the joint between F82H and 14YWt-SM6 and the results 
showed that porosity was present along the entire joint.  The origin of the porosity may be 
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related to the narrow gap that existed between the F82H plate and the bend bar specimens of 
14YWT-SM6 that was mixed and redistributed into pores during the solid state mechanical 
mixing.   

(a) 

 
(b) 

 

Figure 8.  SEM micrographs of the joint between the FSW zone (left) and unaffected microstructure (right) 
of 14YWT-SM6.  (a) Secondary electron micrograph and (b) backscattered electron micrograph.  
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(a) 

 
(b) 

 

Figure 9.  High magnification SEM micrographs  of the joint between the FSW zone (left) and 
unaffected microstructure (right) of 14YWT-SM6. (a) Secondary electron micrograph and (b) 
backscattered electron micrograph.  
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(a) 

 
(b) 

 
Figure 10.  SEM micrographs showing the joint between the FSW zones of F82H (top) and 
14YWT-SM6 (bottom) and the large cavities in the FSW zone of 14YWT-SM6.  (a) Secondary 
electron micrograph and (b) backscattered electron micrograph.  
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(a) 

 
(b) 

 

Figure 11.  SEM micrographs of the joint between the FSW zones of F82H (top) and 14YWT-
SM6 (bottom). (a) Secondary electron micrograph and (b) backscattered electron micrograph.  
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No results have been obtained on the microstructural characterization of the interfaces between 
the TMAZ and HAZ on the retreating side of the 14YWT-SM6 specimen or near the center 
where the joint between 2 bend bar specimens of 14YWT-SM6 is present.  These regions will 
be characterized in the near future.   

CONCLUSION 

The initial attempt to join bend bar specimens of the advanced ODS 14YWT-SM6 alloy to each 
other and 14YWT-SM6 specimens to F82H plate was successfully obtained by friction stir 
welding.  The joints were characterized by light microscopy and SEM analysis showed overall 
good bonding between TMAZ and HAZ of 14YWT-SM6 and between F82H and 14YWT-SM6.  
The interfaces were observed to be relatively narrow in width.  However, porosity was observed 
in the TMAZ of 14YWT-SM6 on the advancing side of the FSW joint and at the interface 
between F82H and 14YWT-SM6.  Further refinements in the FSW process will be required to 
minimize defects including porosity.   

FUTURE WORK 

The next procedure for characterization of the FSW joints present in the F82H/14YWT-SM6 
sample will involve the preparation of TEM specimens using the lift-out procedure from strategic 
locations in the polished specimen and thinning by the Focused Ion Beam (FIB) method.  The 
purpose of the TEM analysis will be to investigate the effect that FSW had on the size and 
distribution (spatial and number density) of the Ti-, Y- and O-enriched nanoclusters present in 
14YWT-SM6 and to study the mixing characteristics of the microstructures between F82H and 
14YWT-SM6 at the interface. 
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2.1 Tensile Properties of Unidirectional CVI SIC/SIC Minicomposites with a Multilayer 
interphase and Near-Stoichiometric SIC Fibers  K. Ozawa,* Y. Katoh, L.L. Snead 
(Oak Ridge National Laboratory), T. Nozawa, H. Tanigawa (Japan Atomic Energy Agency) 

 
 
OBJECTIVE 
 
The tensile behaviors of unirradiated unidirectional single tow SiC/SiC minicomposites are 
reported.  Identical materials are to be irradiated in HFIR to investigating the effects of 
high-dose neutron irradiation on fiber/matrix interfacial properties, under the DOE-JAEA Phase 
VI Collaboration Project. 
 
SUMMARY 
 
Tensile properties of unidirectional single tow SiC/SiC minicomposites reinforced with 
Hi-Nicalon™ Type-S and Tyranno™-SA3 were evaluated.  The interphase structure was 
pyrolytic carbon (PyC) / SiC multilayer and the thickness of the innermost PyC layer was varied 
(~70, ~240 and ~1150 nm).  Only the Hi-Nicalon Type-S minicomposites with ~240 and ~1150 
nm-thick PyC interphases exhibited the pseudo-ductile behavior; others reinforced with 
Tyranno-SA3 and the Hi-Nicalon Type-S composite with 70 nm-thick PyC interphase underwent 
brittle to near-brittle fracture behavior.  The brittle failure behavior for those composites was 
attributed primarily to the quite low fiber volume fraction (5-10%).  The Hi-Nicalon Type-S 
minicomposites with ~240 nm-thick PyC interphase exhibited ultimate tensile strength equivalent 
to 79-104% of the fiber bundle strength but only 70-85% of the strength for the ~1150 nm 
interphase for a given gauge length.  Based on the analysis of the hysteresis loops recorded 
during the tensile loading and unloading sequences, the sliding stress estimated for the ~1150 
nm-thick interphase appeared to be about 0.7 times that of the ~240 nm-thick interphase.  This 
shows that both composites satisfied the global load sharing condition, but the composite with 
the thicker interphase could not achieve its fiber bundle strength, probably due to the lower 
interfacial sliding stress. 
 
PROGRESS AND STATUS 
 
Introduction 
 
Silicon carbide (SiC) -based ceramics and composites (SiC/SiC) are considered for applications 
in various components of fusion and advanced fission reactor systems and fuel assemblies, due 
primarily to their superior irradiation performance and thermo-physical, -chemical, and 
-mechanical properties [1, 2].  Continuous SiC-fiber, SiC-matrix composites are of particular 
importance for applications which require reliability, toughness, and near-net shape fabrication. 
 
One focus of irradiation studies of SiC/SiC composites in the past few decades has been 
determination of the fundamental response of the materials produced with various constituent 
options and processing routes.  Through this effort, composites containing near-stoichiometric 
SiC fibers and high crystalline SiC matrices produced by chemical vapor infiltration (CVI) or 
nano-infiltration and transient eutectic-phase (NITE) processes are found to possess acceptable 

                                                
* Present affiliation: Fusion Structural Materials Development Group, Fusion Research and Development  
 Directorate, Japan Atomic Energy Agency (JAEA), Japan. 
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irradiation stability.  However, a design scheme for the optimum interphase for radiation service 
remains unresolved due primarily to the lack of understanding of the irradiation effects on the 
fiber/matrix interfacial properties. 
 
The minicomposite, which is a composite uni-directionally reinforced with a single fiber tow, is an 
appropriate geometry for evaluating the interfacial properties [3].  The general advantages of 
the minicomposite approach are as follows: 1) due to its simple uni-directional (UD) fiber 
architecture, the in-situ fiber strength and interfacial properties can be determined in relatively 
simple ways [4, 5], and 2) a large number of specimens can be fabricated at low cost in a 
relatively short time.  Moreover, the very small volume of the minicomposite samples is 
attractive for irradiation studies due to the very high per-unit-volume cost of irradiation and the 
radiological concerns associated with the evaluation of irradiated material. 
 
Based on the following background, a procedure for evaluating mechanical properties of the 
SiC/SiC minicomposite samples has been established at Oak Ridge National Laboratory, with 
the specific consideration of minimizing the personnel exposure during testing of the radiological 
samples.  In the course of the test procedure development, CVI SiC matrix minicomposite 
samples with single PyC interphase, reinforced with four different near-stoichiometric SiC fibers 
were evaluated in the unirradiated condition [6].  In this study, the tensile properties of the 
SiC/SiC minicomposites with PyC/SiC multilayered interphase structure are reported.  These 
materials will be irradiated starting this year under the DOE-JAEA Phase VI Project to investigate 
the effects of neutron irradiation on F/M interphase microstructure and mechanical properties [7]. 
 
EXPERIMENTAL 
 
Materials 
 
Table I describes the minicomposites, and scanning electron micrographs of polished cross 
sections for each minicomposite are shown in Figure 1.  In brief, six types of UD single-tow 
minicomposites reinforced with two different SiC fibers were prepared in this study.  
Hi-Nicalon™ Type-S (TypeS) or Tyranno™-SA3 (SA3) fibers were used as reinforcements.  
The UD minicomposites were fabricated by the CVI process at Hyper-Therm High-Temperature 
Composites, Inc. (Huntington Beach, California).  The fiber/matrix (F/M) interphase consists of 
five SiC/PyC layer sequences; nominal structure is fiber/𝑒  nm PyC/1000 nm SiC/20 nm 
PyC/1000 nm SiC/20 nm PyC/1000 nm SiC/20 nm PyC/1000 nm SiC/20 nm PyC/matrix, where 
𝑒  is the thickness of the innermost PyC interphase.  Three different thickness of 𝑒  was 
prepared.  Total thickness of the interphase should be 4150-5230 nm  Hereafter, the IDs 
indicated in Table I (TypeS-70, -240, -1150 for Hi-Nicalon Type-S (UD) fiber reinforced CVI 
matrix minicomposites with 𝑒 = 70, 240, 1150 nm, and SA3-70, -230, -1000 for Tyranno-SA3 
minicomposites with 𝑒 = 70, 240, 1150 nm) are used. 
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Table I.  Properties of minicomposites used in this study.  Nominal mechanical properties of 
SiC fibers are also listed as supplied by their manufactures. 

 

ID Fiber 𝒆 
[nm] Matrix 𝒓𝐟 

[µm] 
𝑵 
[-] 

𝑽𝐟 
[%] 

𝛔𝐟 
[GPa] 

𝑬𝐟 
[GPa] 

𝛜𝐟 
[%] 

TypeS-70 Hi-Nicalon 
Type-S 70 CVI 6 500 5-6 2.6 420 0.6 

TypeS-240 Hi-Nicalon 
Type-S 240 CVI 6 500 5-6 2.6 420 0.6 

TypeS-1150 Hi-Nicalon 
Type-S 1150 CVI 6 500 5-10 2.8 420 0.6 

SA3-70 Tyranno-SA3 70 CVI 3.75 1600 5-9 2.8 409 0.7 
SA3-230 Tyranno-SA3 230 CVI 3.75 1600 5-7 2.8 409 0.7 

SA3-1000 TyrannoSA-3 1000 CVI 3.75 1600 5-9 2.8 409 0.7 
 

Table I notations are based on:  multilayer structure is fiber/ 𝑒 nm PyC /1000 nm SiC /20 nm 
PyC/1000 nm SiC/20 nm PyC/1000 nm SiC /20 nm PyC/1000 nm SiC/20 nm PyC/matrix.  𝑒 = 
the thickness of the most inner PyC layer, 𝑟! = the fiber radius, 𝑁 = the number of filaments in a 
tow, 𝑉! the fiber volume fraction, σ! = the single fiber strength at 25 mm, 𝐸! = the Young’s 
modulus of a fiber, and ϵ! = the fiber elongation. 
 
 
 

 
 

Figure 1.  Scanning electron micrographs of polished cross sections of (a) TypeS-70, (b) 
TypeS-240, (c) TypeS-1150, (d) SA3-70, (e) SA-230 and (f) SA-1000 minicomposites. 
 
 
 
 
 

(d) (e) (f)

(a) (b) (c)

10 µm 10 µm 10 µm

10 µm 10 µm 10 µm
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Cross sectional area of the minicomposite (𝑆! = 𝑆! + 𝑆! + 𝑆!) and fiber volume fraction (𝑉!) were 
calculated from the mass of the fiber bundle, PyC and minicomposite; 
 

𝑉! =
𝑆!

𝑆!+𝑆!+𝑆!
=

π𝑟!
!𝑁

π𝑟!
!𝑁 + 𝜋 𝑟! + 𝑒 ! − 𝑟!

! 𝑁 +𝑀! − 𝑀! +𝑀!
𝐿𝑑!

 (1) 

 
where 𝑆! is the cross sectional area, 𝑟! the fiber radius, 𝑁 the number of filaments in a tow, 𝑀! 
the mass, 𝐿 the specimen length, and 𝑑! the density.  Subscripts f, i, m and c denote fiber, 
interphase, matrix and composite respectively.  𝑀!  and 𝑀!  are obtained from 𝑀! = 𝑆!𝑁𝐿𝑑! 
and 𝑀! = 𝑆!𝑁𝐿𝑑!.  In the calculation, it was assumed that the innermost PyC layer was perfectly 
deposited around each fiber and that the effect of other four thin PyC layers on mass and density 
can be ignored.  The parameters used in the 𝑉! calculation were listed in Table II.  It is noted 
that all composites in this study have a quite low 𝑉! (only 5-10%). 
 

 
Table II.  The values used in the analysis for fiber volume fraction and ultimate tensile stress. 

 
Symbol Description Fiber type Value Unit Ref. 

𝑑! Density of SiC fiber (Hi-Nicalon Type-S) 2.98 g/cm3 [8, 9] 
  (Tyranno-SA3) 3.1 g/cm3 [8, 9] 

𝑑! Density of SiC matrix  3.21 g/cm3 [10] 
𝑑! Density of PyC layer  1.91 g/cm3 [11] 
σ! Fiber bundle strength at 𝐿! (Hi-Nicalon Type-S) 2477 MPa [8, 9] 
  (Tyranno-SA3) 2412 MPa [8, 9] 
𝐿! Fiber gauge length  25 mm [8, 9] 
𝑚 Weibull modulus (Hi-Nicalon Type-S) 6.4 - [8] 
  (Tyranno-SA3) 8.2 - [8] 

 
 
Tensile Tests 
 
The test apparatus and specimen preparation are described elsewhere [6].  Tensile tests were 
conducted using an electromechanical testing machine (Insight 10, MTS Systems Co., Eden 
Prairie, Minnesota) with a load capacity of 1000 N.  Strain was measured by a pair of linear 
variable differential transducers, LVDTs (Lucas Schaevitz GCA-121-125, Hampton, Virginia).  
We adopted an alignment system similar to the one used in single fiber tensile testing 
standardized in ASTM C 1557 in order to assure specimen alignment.  The pair of aluminum 
tabs was fastened to both sides of a minicomposite sample using an epoxy adhesive dispersed 
by a syringe.  The specimen to be glued was fixed in a V-notched fixture with flathead screws 
for assuring specimen alignment.  This fixture including the specimen was cured at 110°C for 
more than 3 hours in an air furnace in order to develop the adhesive’s maximum bonding 
strength.  The gauge length of the specimens is 18 mm, defined by the distance between the 
inner ends of the aluminum tabs.  The specimen was clamped into the simple V-notched 
fixtures with flathead screws.  A guide rail was used to confirm specimen alignment and to avoid 
damaging the specimen during handling. 
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The tests were conducted at ambient conditions under crosshead displacement control at 0.05 
mm/min.  Unloading/reloading cyclic tensile tests were conducted to evaluate interfacial 
properties.  Prior to the tensile tests, compliance of the grip assembly was determined using a 
set of tungsten wires with varied gauge lengths, and the system compliance of 4.32 × 10-2 µm/N 
was obtained.  Tensile strain (ϵ) is determined by the following equation, ϵ = (Δ𝐿 − 𝐶!𝑃)/𝐿!, 
where Δ𝐿 the average crosshead displacement recorded by LVDTs, 𝐶! the system compliance, 
𝑃 the applied load, and 𝐿! the gauge length.  The minicomposite tensile stress (σ) is simply 
defined as σ = 𝑃/𝑆!.  The proportional limit stress (PLS) was defined as the stress at 0.5% 
deviation from the extrapolated fit of the slope by the least squares method for the initial loading. 
 
The ultimate tensile strength of the minicomposite (UTS, σ!"# ) was converted to the 
fiber-averaged UTS (σ!,!) using the equation,  σ!,! = σ!"#/𝑉!.  This was compared with the fiber 
bundle strength (σ!"#$%&) in order to know the interaction between effective UTS on fibers and 
interfacial sliding stress (τ).  σ!"#$%& at given length was calculated from the following equation 
based on the weakest-link theory, assuming that fracture origins of a same fiber is spatially 
distributed strictly within a volume three-dimensionally [12, 13]; 
 

σ!
σ!

=
𝑉!
𝑉!

!/!
=

𝐿!
𝐿!

!/!
 (2) 

 
where σ!, 𝑉!, 𝐿!, and 𝑚 are the fiber bundle strength, the volume of the fiber bundle, the gauge 
length at the condition j (= 1 or 2), and the Weibull shape parameter, respectively.  The fiber 
characteristic values reported by Sauder et al. [8, 9] were used as a reference shown in Table II. 
 
RESULTS AND DISCUSSION 
 
Tensile Stress-Strain Responses 
 
Representative tensile stress-tensile strain curves are shown in Figure 2 for all six materials.  
Also, the results of the mechanical properties evaluation are listed in Table III.  The TypeS-70, 
SA3-70 and -1150 composites exhibited brittle behavior with no fiber pull-out observed on the 
fracture surfaces by optical microscope observation.  The SA3-1000 composites have instable 
fracture behavior; includes both brittle and pseudo-ductile, but fiber pull-out was not confirmed.  
Only the TypeS-240 and -1150 composites exhibited pseudo-ductile fracture with significant fiber 
pull-out.  Both composites showed significant drop of tensile stress just after their proportional 
limit (Figure 2 (b, c)).  As shown in Figure 3, the Type-S minicomposite with thicker 𝑒 (-1150) 
had larger tensile elongation (0.5-0.75% vs. 0.2-0.6% of the TypeS-240) and smaller normalized 
tensile strength to the fiber bundle strength at given gauge length (70-85% vs. 79-104 % of the 
TypeS-240). For all six composites, the matrix crack spacing (𝑑) could not be measured even 
though the methods by Murakami boiling etching solution and by a crack measurement using 
replica films were tried. 
 

80



Fusion Reactor Materials Program     June 30, 2011       DOE/ER-0313/50 – Volume 50 
 

 
 

 

 
 

Figure 2.  Representative tensile stress-strain curves for (a) TypeS-70, (b) TypeS-240, (c) 
TypeS-1150, (d) SA3-70, (e) SA3-230 and (f) SA3-1000 minicomposites.  Note that the tensile 
strain axis is different for the Type S and SA3 minicomposites. 
 
 

 
 

Figure 3.  (a) Tensile strain at UTS, and (b) strength normalized to fiber bundle strength of the 
TypeS-240 and -1150 composites. 
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Table III.  Tensile properties of the minicomposites.  Numbers in parenthesis show one 
standard deviation. 

 

ID Fiber 𝒆 
[nm] 

Matri
x 

Fracture 
Behavior 

𝛔𝐏𝐋𝐒 
[MPa] 

𝛔𝐔𝐓𝐒 
[MPa] 

𝛜𝐔𝐓𝐒 
[%] 

𝛔𝐔,𝐟
/𝛔𝐛𝐮𝐧𝐝𝐥𝐞 

[%] 
# 

TypeS 
-70 

Hi-Nicalon 
Type-S 70 CVI Brittle - 164 

(80) 
0.044 

(0.024) - 3 

TypeS 
-240 

Hi-Nicalon 
Type-S 240 CVI Pseudo- 

Ductile 
106 
(55) 

136 
(18) 

0.357 
(0.137) 

92 
(8) 7 

TypeS 
-1150 

Hi-Nicalon 
Type-S 1150 CVI Pseudo- 

Ductile 
99 

(54) 
141 
(27) 

0.639 
(0.080) 

79 
(5) 9 

SA3 
-70 

Tyranno 
-SA3 70 CVI Brittle - 71 

(23) 
0.013 

(0.005) - 2 

SA3 
-230 

Tyranno 
-SA3 230 CVI Brittle - 146 

(-) 
0.026 

(-) - 1 

SA3 
-1000 

Tyranno 
-SA3 1000 CVI Brittle - 199 

(42) 
0.045 

(0.014) - 4 

    Pseudo- 
Ductile 

130 
(27) 

205 
(33) 

0.065 
(0.012) - 5 

 
σ!"# = the proportional limit stress of a minicomposite, σ!"# = the ultimate tensile strength of a 
minicomposite, ϵ!"# = the tensile strain at UTS, σ!,!/σ!"#$%& = normalized strength to fiber 
bundle strength, and # = the number of valid tests. 
 
 
 
The reasons that almost half of the composites exhibited brittle behavior and that the TypeS-240 
and -1150 showed discontinuity in their strain-stress curves at their proportional limit can be 
reasonably explained by the quite low fiber volume fraction (𝑉!), although the potential effects of 
PyC/SiC multilayered interphase structure (4150-5230 nm in total) and fiber surface roughness 
can also be considered.  Under such low 𝑉!  condition, cracks could not detect the F/M 
interphases, and then penetrate the F/M interphase.  As a result the composites exhibited brittle 
behavior with flat fractured surfaces.  Based on a simple calculation according to the classical 
Aveston-Cooper-Kelly theory [14] (the theory by Budiansky et al. [15] is suitable for non-slipping 
interphase, but the ACK theory was chosen due to calculation simplicity), more than 20% fiber 
volume fraction is estimated as necessary for these minicomposites to exhibit “multiple” fracture 
[16], which is the behavior of a composite’s pseudo-ductility when the fibers will not fail and load 
transferred to them when the matrix breaks, leading to multiple cracking of the matrix.  However 
the 𝑉! of the minicomposites this study (5-10%) is much smaller than the critical 𝑉! for the 
“multiple” fracture from the theory.  As a result of the preliminary optical microscope observation, 
any sign of “multiple” fractures (pull-out, matrix crack spacing, etc.) could not be measured this 
time. 
 
The reason of the discontinuity in TypeS-240, -1150 at their proportional limit in their strain-stress 
curve is also due to the quite low 𝑉!.  It was confirmed that very thick CVI-SiC matrix (around 
200-300 µm) was deposited around the fibers, shown in Figure 4.  It is reported by Morscher 
[17] that such thick “sheath” deposition makes it difficult to measure the fiber pull-out length and 
matrix crack spacing (𝑑), i.e. to evaluate interfacial sliding stress (τ) directly.  Additionally, this 
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sheath also makes the proportional limit stress more scattered and unsuitable, because the 
minicomposites without cracks behaves as if they are monolithic material until crack initiates. 
 
 

 
 

Figure 4.  Optical micrograph of cross section of the TypeS-1150 minicomposite with thick CVI 
coating. 

 
 
Hysteresis Loop Analysis 
 
In order to know the relationship between τ and in-situ fiber strength, the hysteresis loop 
analysis was found to be a good tool.  Since the 𝑑 could not be experimentally detected due to 
quite low 𝑉!, (i.e. thick “sheath” coating), τ cannot be obtained quantitatively.  However, it can 
be qualitatively estimated from the hysteresis loop analysis, by the following method of Katoh et 
al. [18].  Maximum hysteresis loop width (δϵ!"#) is expressed as follows [19], 
 

δϵ!"# =
𝑏! 1 − 𝑎!𝑉! !σ!!

8𝑉!
!τ𝐸!

∙
𝑟!
𝑑

 (3) 

 
, where σ! is the peak stress, 𝐸! the Young’s modulus,  𝑑 the mean matrix crack spacing 
distance, and 𝑎!, 𝑏! the Hutchinson-Jensen parameters given by [20], 
 

𝑎! =
𝐸!
𝐸!

 (4) 

𝑏! =
1 + ν 𝐸! 𝐸! + 1 − 2ν 𝐸!
𝐸![ 1 + ν 𝐸! + 1 − ν 𝐸!]

 (5) 
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with ν being Poisson’s ratio, assumed to be same and isotropic in fiber and matrix (ν! = ν! = ν).  
Also, the matrix damage parameter (𝒟) is defined as [21],  
 

𝒟 =
𝐸! − 𝐸∗

𝐸∗
= ℬ

𝑟!
𝑑
σ!! (6) 

 
where 𝐸∗  is the elastic unloading modulus at peak stress, and ℬ  a constant.  Using this 
equation, Equation (3) can be rewritten, with 𝐾 constant, as; 
 

δϵ!"# =
𝐾
τ
∙ 𝒟σ!! (7) 

 
Equation (7) indicates that τ can be estimated qualitatively from the slope of a δϵ!"# − 𝒟σ!! 
plot.  Figure 5 shows this analytical result for the TypeS-240 and TypeS-1150 minicomposites.  
δϵ!"# was measured at half of peak stress of each cycle.  According to the hysteresis loop 
analysis, τ of the TypeS-1150 composites is about 0.7 times as the TypeS-240 composites. 
 
The tensile properties of a UD composite system are strongly affected by the Weibull modulus 
(𝑚), the characteristic strength (σ!) of the fibers, and the interfacial sliding stress (τ).  Under the 
assumption of global load sharing (GLS) theory [22], the fiber-averaged UTS (σ!,!

!"# ) in a 
unidirectional composite system is expressed as follows: 
 

σ!,!
!"# =

σ!!τ𝐿!
𝑟!

!
!!! 2 𝑚 + 1

𝑚 + 2 𝑚

!
!!! 𝑚 + 1

𝑚 + 2
 (8) 

 
with the in-situ fiber bundle strength (σ!,!

!"#), Weibull mean strength (σ!), the Weibull modulus(𝑚), 
the gauge length (𝐿!), and the interfacial sliding stress (τ).  Roughly interpreting this equation, 
σ!,!
!"# is dependent on only τ.  Hence, it is considered that both composites satisfy the global 

load sharing condition suggested by Curtin [22], but the TypeS-1150 could not achieve its fiber 
bundle strength compared with the TypeS-240, probably due to the lower interfacial sliding 
stress. 
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Figure 5.  Hysteresis loop width plots against the 𝒟σ!! values of the TypeS-240 and -1150 
minicomposites.  It is noted that steeper slope indicates lower τ. 
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2.2 Low Activation Joining of SiC/SiC Composites for Fusion Applications  C. H. 
Henager, Jr., R. J. Kurtz (Pacific Northwest National Laboratory1, Richland, WA 99336, 
USA), and M. Ferraris, (Politecnico di Torino, Torino, Italy) 

 
 
OBJECTIVE 

This work discusses the latest developments in TiC + Si displacement reaction joining at PNNL 
based on mechanical property test results from miniature torsion joints tested at Politecnico di 
Torino. 

SUMMARY 

The use of SiC composites in fusion environments likely requires joining of plates using reactive 
joining or brazing.  One promising reactive joining method uses solid-state displacement 
reactions between Si and TiC to produce Ti3SiC2 + SiC.  We continue to explore the processing 
envelope for this joint for the TITAN collaboration in order to produce optimal joints to undergo 
irradiation studies in HFIR.  The TITAN collaboration has designed miniature torsion joints for 
preparation, testing, and irradiation in HFIR.  PNNL synthesized 40 miniature torsion joints and 
several were tested for shear strength prior to irradiation testing in HFIR.  The resulting tests 
indicated that 1) joint fixture alignment problems cause joint strengths to be lower than optimal, 
2) that non-planar torsion test failures may limit the effectiveness of the miniature specimen 
design, and 3) that several joints that were well aligned had high shear strengths and promising 
mechanical properties.  In summary, it appears that high joint strengths cause non-planar shear 
fracture and complicate strength analysis for miniature torsion specimens. 

PROGRESS AND STATUS 

Introduction 

SiC is an excellent material for fusion reactor environments, including first wall plasma facing 
materials and breeder-blanket modules.  It is low-activation, temperature-resistant, and radiation 
damage tolerant compared to most materials.  In the form of woven or braided composites with 
high-strength SiC fibers it has the requisite mechanical, thermal, and electrical properties to be 
a useful and versatile material system for fusion applications, especially since microstructural 
tailoring during processing allows control over the physical properties of interest [1-6].  However, 
it is difficult to mechanically join large sections of such materials using conventional fasteners so 
the analog of welding is being pursued for these ceramic materials [2, 4-15].  Such methods 
include metallic brazes [8, 16], glass ceramics [7, 17], preceramic polymers [15], and 
displacement reactions [2, 6].  This paper reports on the current status of SiC and SiC-
composite joining for fusion applications based on displacement reactions between Si and TiC.  
This has been used to produce bulk composite material consisting of SiC-Ti3SiC2, with small 
amounts of TiC determined by the phase equilibria conditions [18]. 

 

 

                                                        
1 PNNL is operated for the U.S. Department of Energy by Battelle Memorial Institute under Contract DE-AC06-76RLO 1830. 
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EXPERIMENTAL PROCEDURES 

Joints are made using a tape calendaring process using organic binders and plasticizers 
together with a mixture of TiC and Si powders, with 99.99% purity, average diameters less than 
45 µm, and a TiC:Si ratio of 3:2.  The flexible tapes were 200 µm thick and were cut to a disk 
shape and applied between two CVD SiC miniature torsion specimens as shown in Figure 1. 
Two batches of specimens were prepared for this study, with the first batch using torsion 
samples with different dimensions as indicated in Figure 1.  In both cases, the green joints were 
placed within a graphite fixture shown in Figure 2 that allows for alignment of the torsion joints 
and for applied compressive force during heating in an inert gas furnace enclosure.  Joints were 
formed by heating the torsion coupons in argon to 1698K at 10K/min and holding for 2 hours at 
40 MPa applied pressure.  The resulting joints were dense and approximately 15 µm thick.  
They were prepared for optical and scanning electron microscopy using standard 
ceramographic cutting, grinding, and polishing methods. 

The joints were sent to Prof. M. Ferraris of Politecnico di Torino, Torino, Italy for testing as part 
of the TITAN collaboration.  The joints are tested in torsion using a test fixture as shown in 
Figure 3.  The hourglass specimens are held in place using the square top and bottom 
specimen shapes with the joint joining the two half specimens as shown in Figure 1 along the 
circular center region.  The test places the joint in pure shear and presumably tests the shear 
strength more accurately than other tests, such as notched shear tests with problematic bending 
moments and stress concentrations. 

RESULTS 

Figure 1 shows the torsion specimen drawing and a fabricated joint at PNNL prior to any testing.  
Figure 2 shows the joints placed into the graphite alignment fixture prior to processing in argon 
at 1698K for 2 hours.  Some slight misalignment can be observed in some of the processed 
joints as shown in Figure 3.  An improved graphite alignment fixture has been designed based 
on these initial processing results. 

 

  
 (a) (b) 
Figure 1.  (a) Drawing of miniature torsion joining specimen for HFIR irradiation.  Dimensions 
are shown in mm in (a).  Shown in (b) is a photomicrograph of a PNNL fabricated torsion 
specimen.  The joint line is visible along the specimen horizontal centerline. 

1 mm 
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 (a) (b) 
Figure 2.  (a) Photomicrograph of graphite joining fixtures with 4 torsion joints ready for 
processing.  The central hole in this photo allows an alumina-sheathed thermocouple to be 
placed close to the joints during processing.  Shown in (b) is a close-up photomicrograph of a 
single joint held in place prior to processing.  The torsion joints are 6-mm square and slightly 
less than 3-mm in height. 
 
 

 
 
Figure 3.  PNNL joint specimen 4-3 in the torsion test holder at Politecnico di Torino prior to 
testing.  This particular specimen was one of the first batch that was taller, thus, it was almost 4-
mm in height compared to 3-mm height shown in Figure 1. 
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Figure 4.  Sectioned 3-mm high joint mounted in epoxy for joint photomicrography and for 
checking joint alignment.  The joint specimen can be seen to be slightly misaligned in this photo. 
 
 
Several joints of both the 4-mm high and 3-mm high specimens were tested in Torino and the 
results of the 4-mm high specimen tests are shown in Figure 5.  Two trends were observed after 
this more complete round of testing.  One trend is that proper joint alignment and pressure 
application is required for this reaction joining process to obtain high strengths in the torsion 
measurement.  The second is that most of the joined specimens fractured outside of the plane 
of the joint and, thus, do not give an accurate shear strength measurement.  One joint that 
fractured mainly within the plane of the joint was specimen 1-3, which had the highest measured 
joint strength (See Figure 6).  Other weaker joints were apparently measured accurately, such 
as specimen 6-1, which was measured at 3 MPa shear strength since it was not processed 
completely as shown in Figure 7.  The remainder of the specimens fractured outside of the 
plane of the joint, either partly or completely, several of which are shown in Figure 8.  These 
cannot be relied upon to give reliable data using this test specimen geometry.  However, it may 
be that these joints exceed the shear strength of CVD SiC and planar joint failure cannot be 
expected to obtain. 
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Figure 5.  Bar graph of joint strengths measured in MPa of torsion shear strength.  The only 
high-strength specimen that fractured within the joint plane was Specimen 1-3, the one with the 
highest measured shear strength.  Many of the specimens exhibiting low joint strengths were 
processed incompletely due to fixture alignment problems and did not receive the full applied 
joining pressure. 
 
 
Several of the fractured joints were examined at Politecnico via SEM.  Specimen 6-1, a low 
strength joint (3 MPa) fractured along the torsion joint in shear as shown in Figure 7.  
Fractography reveals that this joint was weak due to poor bonding to the CVD SiC surface and 
due to the porosity of the joint.  However, joint 1-3, which was a high strength joint (79 MPa) is 
imaged in Figure 6.  A mostly planar fracture in the joint region is observed that deviates from 
planarity at some point during fracture.  Images at higher magnifications reveal that surface 
damage to the CVD SiC has occurred due to strong joint bonding.  Both joint alignment and 
proper processing are observed to play a role in joint strength in these preliminary torsion shear 
tests.  However, the lack of planar fractures for many joints that were processed correctly and 
that presumably had high strengths suggests that the miniature torsion specimen design needs 
to be modified to account for this.  This will be the subject of future research and development. 

Some of the basis for the miniature torsion specimen design has been the use of epoxy joints 
between steel and SiC torsion specimens where the joint failure was definitely observed 
between the joining specimens in the plane of the joint as shown in Figure 9.  Torsion strength 
data was obtained for at least 10 specimens for each of these materials and conditions and the 
data is shown in Figure 10.  It is very consistent strength data and shows the advantages of this 
method when the joints are of moderate strength.  One goal of the future test development will 
be to maintain the joint design overall so that the existing fixtures can be used but to explore 
ways to reduce the joint area.  One suggestion is the drill a hole in the center of the joined 

Torsion Shear 
Strength 

(MPa) 
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specimens so that the joined area changes from a circular region to an annulus with reduced 
joined area. 

 

   
 (a) (b) 
 
Figure 6. SEM micrograph in (a) reveals mostly planar fracture surface for specimen 1-3, which 
exhibited 80 MPa shear strength.  The photo in (b) indicates that regions of severe surface 
damage in the CVD SiC can be observed where the fracture path was presumably located at 
the joint/SiC interface. 
 
 
 

    
 (a) (b) 
 
Figure 7. SEM micrograph in (a) reveals a planar fracture surface for specimen 6-1, which had 
a 3 MPa shear strength.  The photo in (b) reveals regions of unbonded SiC and porous joint 
material, which is evidence of a poorly processed joint due to low joining pressure. 
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Figure 8.  Photographs of fractured specimens exhibiting non-planar fracture from torsion 
testing.  These fractures do not provide accurate shear strength data even though they suggest 
that the joints are strong. 
 
 
 

 
 
Figure 9.  SiC/epoxy joint showing the in-plane fracture path and surface fracture morphology 
after torsion strength testing at Politecnico di Torino. 
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Figure 10.  Comparison of two torsion test methods with epoxy joints using torsion strength 
data obtained at Politecnico di Torino.  A torsion cylinder test (TC) is compared to the torsion 
hourglass (THG) specimen referred to in this report as the miniature torsion test.  The results 
are consistent and comparable. 
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3.1 THERMOMECHANICAL DAMAGE OF TUNGSTEN UNDER TRANSIENT 
PLASMA HEAT LOADS  T. Crosby and N. M. Ghoniem (University of California, 
Los Angeles)1 

 

OBJECTIVE 

The objective of this work is the development of a computational model to determine the 
relation between the thermo-mechanical loading conditions and the onset of damage 
and failure of tungsten surfaces. 

SUMMARY 

Tungsten is a primary candidate for plasma facing components (PFCs) in fusion energy 
systems because of its superior thermophysical properties.  International efforts are 
focused on the development of tungsten surfaces that can intercept ionized atoms and 
high heat flux in the divertor region of magnetic fusion confinement devices.  Designing a 
robust interface between thermonuclear plasma and the heat sink material in the divertor 
remains a major challenge to the success of future fusion power reactors. In this report, 
we present a multiphysics computational model to determine the extent of 
thermomechanical damage in tungsten under type-I edge localized modes (ELMs).  The 
model is formulated in a finite element framework, and is based on a multiphysics 
approach that combines elastoplastic mechanical analysis and thermal heat conduction.  
The model is coupled with a reaction-diffusion model of material swelling and grain 
boundary degradation due to helium bubbles resulting from the plasma flux.  Contact 
cohesive elements are used to model grain boundary sliding and fracture.  The present 
results establish the connection between plastic deformation and the onset of material 
damage.  

PROGRESS AND STATUS 
 
Introduction 
 
In nuclear fusion reactors, plasma facing components (PFC) (e.g. divertor) are subjected 
to high fluxes of energetic neutrons, hydrogen and helium ions.  The impingement of 
these energetic atom fluxes leads to rapid and transient surface heating.  Bombardment 
by helium isotopes leads to helium-induced damage accompanying micro-structural 
evolution, such as material swelling and the formation of blisters [1], dislocation loops 
and helium holes or bubbles [2].  Several recent experiments (see references [3] and [4]) 
have shown that the damage in the surface region and inside the material degrades the 
thermo-physical properties as well as the optical reflectivity of tungsten.  
 
The divertor in fusion reactors are subjected to transient plasma events characterized 
with high thermal energy for a short time.  One of these transient events is the Edge 
Localized Mode (ELM) which is a highly nonlinear magneto-hydrodynamic event and 
which is accompanied by a periodic expulsion of particles and high thermal energy (3-
10% of the core thermal energy).  ELM energies deposited at the divertor plates a 
substantial fraction of the total plasma energy content.  Typical values for ELM energy 

                                                        
1 Formatted from the original paper “THERMOMECHANICAL DAMAGE OF TUNGSTEN UNDER PLASMA HEAT 
LOADS”, T.Crosby and N.M. Ghoniem, to be published in “Journal of ASTM International” 
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densities are 0.1-0.5 (MJ/m2) for JET and 1-5 (MJ/m2) for ITER.  The duration of the 
ELM events are relatively short, 0.1-1 ms, causing material damage like melting, ejection 
of clusters and droplets and release of hydrogen isotopes.  ELM events have also long-
term effects such as degradation of thermo-physical properties due to cyclic heat loading 
[5], [6]. 

Experimental observations of cracks developing in tungsten subjected to transient heat 
loads exist in the literature, for example the results of experimental observations shown 
in Fig. 1, [7, 8]. 

 

 

Figure 1.  SEM images of the tungsten surface after 100 (a), 210 (b) and 350 (c)  
pulses (Q = 0.75 MJ/m2) with different magnification [8]. 

 

Components (PFC) because it has good thermo-physical properties, a high melting 
point, a low sputtering rate, and a low tritium inventory [9].  Models that describe and 
study the change in tungsten structure and the damage that takes place as a result of its 
interaction with the plasma edge are critical in determining the limits for its operating 
conditions in environments with extreme heat flux.  Recent experiments have shown that 
under helium and hydrogen ion bombardment conditions, some near-surface grains are 
ejected from the bulk to the surface region [10].  The main objective of this report is to 
develop a computational model for the development of thermo-mechanical damage in W 
under energetic ion bombardment conditions.  
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Coupled Thermal and Mechanical Models 

In Tokomak-type plasma applications, such as in JET and ITER, the divertor is subjected 
to transient high heat loads that propagate inside the divertor material by heat 
conduction. This is described with the heat conduction equation given by: 

                               (1) 

where  is a heat source, and  is the thermal conductivity. 

To simulate transient conditions of the plasma, the tungsten surface is subjected to a 
heat flux of the from: 

                                                                                                           
(2) 

where  is the inward heat flux normal to the boundary and  is the total heat flux  
vector : 

                                      (3) 

In order to perform thermo-mechanical analysis, a boundary value problem (BVP) is 
formulated for an elastic material response.  The BVP is constructed by substituting the 
constitutive equation for linear elasticity: 

                                    (4) 

into the strong form of the equilibrium equation: 

                  (5) 

The total strain is the sum of elastic, plastic and thermal strains, i.e.: 

                                             (6) 

where  is the symmetric stress tensor and f is body force,  is the elastic strain 
tensor, and  is the strain tensor due to thermal expansion.  

           (7) 

Damage Crack Formation Model 

Grain boundary sliding and motion result in stress concentrations along grain 
boundaries, which are generally weak regions in the material susceptible to crack 
initiation and propagation.  We consider here a crack equilibrium model to describe 
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crack damage formation along weak grain boundaries.  From force equilibrium on the 
crack faces and using a stress equation for the field similar to that of a dislocation, an 
expression for the equilibrium crack length is found to be [12]: 

                (8) 

As a simple constitutive damage model, we take the grain boundary thermally induced 
forces in the crack surface to be simply proportional to the internal strain at the grain 
boundary during the transient: 

                           (9) 

The thermal force exhibits spatial and time dependence, as a result of the spatial 
dependence and time dependence of the temperature field and locality of grain 
boundaries. 
 
COMPUTATIONAL MODEL 
 
A multiphysics computational model has been developed within a finite element 
framework in order to investigate the synergistic effects of transient high heat loads and 
helium ion irradiation.  The implementation of the model utilizes the capabilities of the 
COMSOL multiphysics platform in which a transient heat conduction analysis, coupled 
with a large deformation quasi-static elastic structural mechanics analysis with contact 
elements along the grain boundaries were solved in a segregated fashion.  The 
simulated model is a 10 mm x 10 mm, two-dimensional block, which was divided into a 
random distribution of grains using an algorithm based on the Voronoi diagram as shown 
in Fig. 2. 
 

 

 Figure 2.  Initial configuration of the random distribution of grains with boundary 
layer mesh [mm]. 
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The grain boundaries were replaced with cohesive contact elements to better simulate 
sliding and opening between the grains, as a result of He bubble formation along grain 
boundaries causing the grains to open up and form micro-cracks.  A boundary layer 
mesh was utilized along the grain boundaries, as can be seen in the figure. 

Thermal boundary condition were prescribed as an inward heat flux, , on the left side.  
The heat flux pulse was taken to be 10 x 103, 2 x 103, 1 x 103 (MW/m2), for the duration 
of 0.1,0.5 and 1 ms, respectively, as shown schematically in Fig [3].  These heat flux 
profiles are similar to conditions expected in ITER during ELM transient heat loads.  A 
convective heat flux boundary condition was applied on the other side of the W plate, 
representing helium cooling.  The mechanical boundary conditions were taken as free 
surface on the left side, while the right side was fixed.  Periodic boundary condition for 
both the displacement and the temperature field were used on the top and bottom 
boundaries of the model.  The simulation duration was taken to be 0.1 s, with time steps 
of 0.1 ms using a segregated solver that combines transient thermal analysis with the 
quasi-static mechanical analysis. 
 
RESULTS 
 
The high heat flux applied to the surface of tungsten cause the temperature on the 
surface of the material and inside it to increase causing thermal expansion and 
contraction during the thermal transient, forcing the grains to slide relative to each other.  
This relative motion between the grains leads to their separation between them, forming 
inter-granular micro-cracks.  The cracks propagate inside the material forming networks 
of cracks of different resolutions, which can be categorized into primary (relatively larger) 
cracks, and secondary (relatively smaller) cracks.  Typical results at the end of the 
simulation that show the onset of cracks of different sizes are shown in Figs. 4, 5, and 6, 
as well as contour plot for the plastic strain in Figs. 7, 8, and 9. 
 
 

 

Figure 3.  Incident heat flux profile: values of the heat flux (MW/m2) vs. duration of 
application (ms) for the three cases considered.  
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It’s noted that the temperature rises to very high values exceeding the melting point for 
the case when the heat flux is 1 x104 (MW/m2).  Our model doesn’t directly address the 
ensuing evaporation of W from the surface in such severe conditions, as experimentally 
observed, for example in references [11] and [12].  The temperature of the surface at the 
end of the simulation is shown in Fig [10]. 

We note the difference in the distribution and in the size of cracks for the different 
applied heat fluxes.  Thus, we see from the results that the cracks have larger sizes for 
the case when the heat flux is 1 x104 (MW/m2), but they closer to the surface, while for 
the case when the heat flux is 1 x103 (MW/m2), the cracks are smaller in size and formed 
at deeper distances from the surface of tungsten.  This is due to the difference in 
transient heat transport for the different heat fluxes profiles. 

Another aspect of the tungsten surface damage is grain ejection, which has been 
experimentally observed in tungsten subjected to He irradiation [10].  When the W 
surface is subjected to He and D+ bombardment at high temperature, helium and 
vacancies diffuse to the grain boundaries forming grain boundary bubbles.  When the 
surface is subsequently subjected to a transient heat load, He bubbles grow and expand 
rapidly along grain boundaries, causing substantial pressure on grain faces.  When the 
pressure exceed a critical value greater than the cohesive forces on grain boundaries, 
causing the grains to completely separate resulting in the phenomenon called grain 
ejection. 

 

 

Figure 4.  Temperature and damage distribution in  [K] and tungsten grain 
boundary damage due to differential thermal expansion/contraction and crack 
formation when subjected to Q = 1x103 (MW/m2). 
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Figure 5.  Temperature and damage distribution in  [K] and tungsten grain 
boundary damage due to differential thermal expansion/contraction and crack 
formation when subjected to Q = 2x103 (MW/m2). 

 

Figure 6.  Temperature and damage distribution in  [K] and tungsten grain 
boundary damage due to differential thermal expansion/contraction and crack 
formation when subjected to Q = 10x103 (MW/m2). 
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Figure 7.  Contour plots of the effective plastic strain (Dimensionless) Q = 1x103 
(MW/m2). 

 

 

Figure 8.  Contour plots of the effective plastic strain (Dimensionless) Q = 2x103 
(MW/m2). 
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Figure 9.  Contour plots of the effective plastic strain (Dimensionless) Q = 10x103 
(MW/m2). 
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3.2 Development of Mo-Re Alloys      M.A. Sokolov and E.K. Ohriner (Oak Ridge National 
Laboratory) 

 
 
OBJECTIVE 
Mo-Re alloys are attractive in high-temperature reactor applications due to their good thermal 
properties and high strength at elevated temperatures.  The objective of this research is to 
evaluate Mo-Re alloys that are expected to be tolerant to irradiation and viable for use in high 
temperature reactor environments.  This work is also expected to add to the scientific 
understanding of Re-bearing refractory alloys.   

SUMMARY 

Most previous work on Mo-Re alloys focused on 5-13 or 41-47wt% Re, leaving large gaps in the 
understanding of the influence of Re in improving properties of Mo and W alloys.  Previous 
studies on these alloys focused on tensile and smooth bar bend tests, whereas fracture 
toughness data are needed to evaluate suitability for structural applications.  The scarce 
existing fracture toughness data shows poor toughness for up to 5 wt% Re and very high 
toughness for 41-47 wt% Re, with no data for intermediate Re contents.  Preparation of Mo-15 
wt.% Re and Mo-25 wt.% Re alloys is in progress.  The materials are prepared by vacuum arc 
remelting (VAR) of pure molybdenum with a Mo-Re master alloy. 

PROGRESS AND STATUS 
 
Introduction 
 
Nearly 40 years ago, studies found that molybdenum alloyed with rhenium resulted in improved 
ductility and fabricability over unalloyed Mo.  This “rhenium effect” [1-6] has been observed in 
group VI-A refractory metals (W and Mo especially) and results in improved strength, creep 
resistance, and low temperature ductility.  Early studies suggested the improved low-
temperature ductility was associated with enhancement of mechanical twinning [2,6].  
Alternative explanations include solid solution softening (decreased resistance to dislocation 
glide), and reduction of oxygen content along grain boundaries, due to increased interstitial 
oxygen solubility [7].  
 
Dilute Mo-Re alloys (<18 wt% Re) have been studied and reported to have maximum tensile 
ductility at 11-13 wt% Re in room temperature tests [8-9].  However, in a subsequent critical 
review of the data, Wadsworth et al. [7] found that many of these claims were not conclusive 
due to inadequately controlled C and O impurity levels.  As a result, the improved performance 
of Mo-Re with Re contents from 10-30 wt% Re alloys is largely unproven.  However, more 
concentrated Mo-Re alloys (with 40-50 wt% Re) are used extensively in industries ranging from 
medicine to defense.  In particular, two alloys (with 41 and 47.5 wt% Re) have been 
commercially available since the 1960’s.  These alloys are more expensive and dense than 
unalloyed Mo, but possess better ductility, strength, thermal properties, and fabricability. 
 
A major concern for Mo-based alloys is their low fracture toughness even at temperatures 
above the ductile-to-brittle transition temperature.  The limited available data for Mo and Mo 
alloys [10-11] suggest that the unirradiated fracture toughness of Mo alloys containing < 5% 
solute additions is less than 30 MPa√m up to at least 450ºC, with a typical value at 230ºC of 
~20 MPa√m.  Additions of 1 to 2 volume percent of dispersed oxide particles or Re solute 
produces a slight increase in the fracture toughness and a shift in the DBTT to lower 
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temperatures, although the effect on fracture toughness is small.  Fracture toughness for 
concentrated Mo-Re alloys has been measured only recently by Sokolov for Mo-41Re and Mo-
47.5Re over a range of temperatures [12].  It was shown that the fracture toughness values for 
the Mo-41Re and Mo-47.5Re are a factor of 5-10 higher than TZM (Mo with Zr and Ti additions) 
and Mo-5Re alloys.  This drastic improvement over unalloyed Mo and dilute Mo alloys creates 
further incentive for investigating the Re effect in Mo and W alloys.  
 
Another key factor in assessing potential materials for reactor applications is the material 
performance under neutron irradiation.  Studies of the effects of neutron irradiation at high 
fluence on Mo–Re alloys (~20x1021 n/m2, E>0.1 MeV) at temperatures of 373 to 800°C report 
dramatically decreased ductility following irradiation [13-14], leading to the belief that the 
minimum operating temperature for Mo-Re alloys to avoid low temperature radiation 
embrittlement is ~830ºC.  However, in a very recent study by Busby et al. [15], Mo-41Re and 
Mo-47.5Re were irradiated at even higher temperatures to investigate the suitability of Mo-Re 
alloys for high temperature reactor applications.  Instead of improving ductility with increasing 
irradiation temperature, a relatively low maximum in ductility was observed for Mo-41Re around 
950ºC which rapidly degrades at even higher temperatures.  The ductility of Mo-47.5Re reaches 
a maximum after irradiation at only 800ºC.  Further, the fracture surfaces were found to be 
increasing intergranular with increasing temperature, indicating that a different embrittlement 
mechanism is responsible.  
 
The degradation of concentrated Mo-Re alloys at temperatures above 800ºC is likely due to 
radiation-induced precipitation (RIP).  Radiation-induced precipitation of both σ and χ phases 
has been reported in several studies [16-19] and could be the result of radiation-induced 
segregation (RIS).  Predictions of RIS in Mo-Re [20] indicate that Re will become enriched at 
defect sinks such as grain boundaries and dislocations (network or dislocation loops).  For 
concentrated alloys, only a small amount of local Re enrichment is required to enter a regime 
where precipitation will occur.  Precipitation could also result from radiation-induced 
transmutation [21].   Both 185Re and 187Re have large (n,γ) thermal energy cross-sections which 
lead to significant transmutation of Re to Os, although the rates of transmutation will depend on 
the neutron energy spectrum.  Osmium has a lower solubility limit in Mo than Re and could form 
Mo3Os at relatively low doses in a high-Re alloy, leading to embrittlement.  Mo-Re-Os 
precipitates may also be possible. 
 
Thus, while the recent work by Busby et al. indicates that highly concentrated alloys such as 
Mo-41Re and Mo-47.5Re may not be suitable for high temperature reactor environments, the 
very high fracture toughness values measured by Sokolov provides motivation to continue to 
look at Mo-Re alloys. Reducing the Re content from the commercially available Mo-41Re and 
Mo-47.5Re to more moderate 15 and 25wt% Re may considerably improve the alloys 
performance under irradiation while retaining good ductility and fracture toughness.  In addition, 
this study could provide fundamental information on the impact of Re content and C and O 
concentrations in Mo and W alloys, filling a key gap in understanding the “Re-effect”.  For 
example, while Mo alloys are not of interest to fusion energy programs due to issues with waste 
disposal, W-Re alloys don’t have this problem and are of interest because of their lower 
sputtering rates by the plasma relative to other candidate materials for this application.  As a 
result, an improved understanding of the “Re effect” applied to W-Re alloys could also allow this 
class of materials to be utilized for fusion reactor applications. 
 
 
 
 

106



Fusion Reactor Materials Program      June 30, 2011     DOE/ER-0313/50 – Volume 50 
 

 

 

Alloy Preparation 
 
Preparation of Mo-15 wt.% Re and Mo-25 wt.% Re alloys is in progress.  The materials were 
prepared by vacuum arc remelting (VAR) of pure molybdenum with a Mo-Re master alloy of 
either 41% or 52% Re.  The materials are alloyed to contain about 80 ppm carbon in the melted 
product. The master alloy was prepared by electron beam melting of sintered powder compacts. 
The electrode assembly within the VAR furnace is shown in Figure 1.  The Mo-15% Re following 
melting is shown in Figure 2 along with the remaining unmelted portion of the electrode. It is 
planned to extrude the melted ingots to sheet bar during August 2011 and hot roll to sheet 
material for testing.   

 

 

Figure 1.  Electrode assembly for Mo-25%  
Re alloy consisting of Mo rods and EB  
melted Mo-Re master alloy bars. 
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Figure 2. Vacuum arc remelted ingot of 
Mo-15% Re alloy on molybdenum pad with 
remaining unmelted portion of the 
electrode consisting of Mo rods and EB 
melted Mo-Re master alloy bars. 
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4.1 EFFECTS OF NEUTRON IRRADIATION ON HARDNESS OF W-ODS FERRITIC 
STEEL JOINTS     Sanghoon Noh (Kyoto University), M. A. Sokolov (Oak 
Ridge National Laboratory), Ryuta Kasada, Akihiko Kimura (Kyoto University) and 
Takuya Nagasaka (National Institute for Fusion Science) 

 
 
OBJECTIVE  
 
The effects of neutron irradiation on VPS-W coated ODS steel joints were investigated.  
The neutron irradiation effects in the joint area were evaluated by post irradiation 
hardness measurements on the cross section using a micro Vickers hardness tester. 
 
SUMMARY  
 
In present study, the effects of neutron irradiation on the hardness of W-coated ODS 
steels were investigated.  Vacuum plasma spraying (VPS) technique was employed to 
fabricate W layer on the surface of substrates.  Substrate materials were K1-, K4-ODS 
ferritic steels and F82H steel, which are 3mm thick plates.  Tungsten powder of 99.9% 
high purity was used for VPS process.  The powders were sprayed by the plasma jet of 
argon and hydrogen mixture to the surface of substrates pre-annealed at 773K. VPS-W 
coated specimens were irradiated at 723K to 4.5, 9.6 dpa in the High Flux Isotope 
Reactor (HFIR), respectively.  To investigate the effect of neutron irradiation on joint 
area, the hardness distributions were evaluated on the cross section using a micro 
Vickers hardness tester.  Microstructure analysis revealed that W was successfully 
coated on each substrate by VPS process, in spite of mismatch of the CTE between 
these materials.  The hardness of W was significantly varied from 260 to 480Hv 
because inhomogeneous cooling rate during the process.  After irradiations, irradiation 
hardening was occurred in the VPS-W, while substrate materials did not.  
 
PROGRESS AND STATUS 
 
Experimental  
 
The substrate materials were F82H (IAE HEAT) steel, two kinds of oxide dispersion 
strengthened (ODS) ferritic steels.  The thickness of the substrates were 3-8 mm. W 
powder was temporarily melted and sprayed on the substrate by a plasma jet of argon 
and hydrogen mixture in a vacuum chamber.  The substrate temperature was 
annealed at around 773K during the process.  The resulting thickness of the W 
coatings was about 0.1 mm or 0.7 mm.  Schematics of VPS process are illustrated in 
Fig. 1.  Microstructure was observed by field-emission type scanning electron 
microscope (FE-SEM). VPS process is described in previous study [1].  W coated 
substrates for the neutron irradiation were machined with a dimension of 
8(L)×3.8(H)×0.5(t) mm, so coated interface is located on the cross section. 
 
Neutron irradiation was conducted in the high flux isotope reactor (HFIR) at 723K to 4.5 
and 9.6 dpa in the capsule ID T9C1 and T9C2, respectively. After irradiation, hardness 
measurement across the coated interface was carried out using a micro Vickers 
hardness tester with 100gf for 10s at room temperature in a regular interval of 200 µm in 
the hot cell. Chemical composition and specimen description are summarized in Table 1.
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Table 1.  Chemical composition and process description. 

 
 
TEST RESULTS  
 
The hardness profiles for VPS-W coated specimens as received are shown in Fig. 2.  

 

ID. Materials Dimension Capsule ID History Irr. Cond. 
KFW4 W-F82H(Fe-8Cr-2W-0.1C) 

4x8x0.5t 
(mm3) 

- 

VPS 
at 773K 

As received K1C4 W-K1(Fe-19Cr-0.3W-0.35Y2O3) 
K4S4 W-K4(Fe-19Cr-4Al-2W-0.35 Y2O3) 
KFW1 W-F82H(Fe-8Cr-2W-0.1C) T9C1 4.5dpa@723K 
KFW2 W-F82H(Fe-8Cr-2W-0.1C) T9C2 9.6dpa@723K 
K1C1 W-K1(Fe-19Cr-0.3W-0.35 Y2O3) T9C1 4.5dpa@723K 
K1C2 W-K1(Fe-19Cr-0.3W-0.35 Y2O3) T9C2 9.6dpa@723K 
K4S1 W-K4(Fe-19Cr-4Al-2W-0.35 Y2O3) T9C1 4.5dpa@723K 
K4S2 W-K4(Fe-19Cr-4Al-2W-0.35 Y2O3) T9C2 9.6dpa@723K 

Fig. 1.  Schematic of VPS process. 

Fig. 2.  Hardness distributions of VPS-W coated materials before/after HFIR irradiation. 
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VPS-W has hardness values from 260 to 480HV.  It is due to inhomogeneous 
solidification and cooling rate resulting closed pores during VPS process as shown in 
Fig. 3.  Nagasaka et al. reported the VPS-W had lower measured density than that of 
bulk tungsten fabricated by powder sintering and hot rolling [1].  Hardness of 
substrates shows different distributions due to their different chemical composition.  K1 
ODS steel has highest hardness about 400HV and hardness of K4 ODS steel was 
lowered to 320HV because of Al addition, finally F82H steel showed lowest, about 
220HV.  However, each substrate showed uniform hardness distribution. In substrates, 
irradiation hardening is not occurred in increase of dose rate.  Neutron irradiation 
defects of steels are easily diffused because annealing rate is faster than defect forming 
rate on irradiation at 500 °C.  After neutron irradiation, degrees of hardening of VPS-W 
are also not so higher even with increase of dose rate. This is because dose rate which 
effects on hardening of pure W may be saturated on 4.5 dpa and it is reported that 
hardening rate is experimentally saturating between 1 and 10 dpa in HFIR [2].  It is 
known that hardening mechanism of pure W is mainly caused by void formation, and the 
saturation of the hardening effect was probably due to void lattice formation [3].  The 
relation between irradiation hardening and dose rate is shown in Fig. 4.  While bulk W 
fabricated powder-sintering method shows significant hardening rate about 530HV, 
VPS-W was not so high, about 360HV.  
 
 

 
 

 

 

 

 

 

 

 

 

 

Fig. 3.  Microstructures of bulk W (Left) and VPS-W (Right). 
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Fig. 4.  Irradiation hardening of each material. 
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COMPATIBILITY OF MATERIALS EXPOSED TO ISOTHERMAL Pb-Li – B. A. Pint and K. A. Unocic (Oak
Ridge National Laboratory, USA) 

OBJECTIVE

One proposed U.S. test blanket module (TBM) for ITER uses ferritic-martensitic alloys with both eutectic
Pb-Li and He coolants at ~475°C.  In order for this blanket concept to operate at higher temperatures
(~700°C) for a DEMO-type reactor, several Pb-Li compatibility issues need to be addressed.  Some of the
issues currently being investigated are the behavior of dispersion strengthened Fe-Cr alloys compared to
conventional wrought material, the performance of Al-rich coatings to inhibit corrosion and dissimilar
material interaction between SiC and ferritic steel.

SUMMARY

Characterization of wrought and oxide dispersion strengthened (ODS) Fe-Cr alloys after exposure to Pb-
Li in isothermal capsule experiments is in progress.  Oxide precipitates appear to coarsen near the surface
perhaps due to the loss of metallic substrate.  To further investigate the performance of Al-rich coatings, a
time series of exposures in Pb-Li is being conducted and results are compared to observations for
uncoated Fe-Cr specimens.  Measurement of the Al profile after 500h suggests that there is an initial Al
loss from the coating on exposure.  Dissimilar metal experiments with SiC capsules and Fe and SiC
specimens have been completed and the mass change data suggests a large difference in behavior for
the Fe specimens after 1000h at 700°C.  Unfortunately, the SiC specimens chipped during
loading/unloading resulting in unreliable mass change data.

PROGRESS AND STATUS

Introduction

A current focus of the U.S. fusion materials program is to address issues associated with the dual coolant
Pb-Li (DCLL) blanket concept [1] for a test blanket module (TBM) for ITER and enhanced concepts for a
DEMO-type fusion reactor. A DCLL blanket has both He and eutectic Pb-17 at.%Li coolants and uses
reduced activation ferritic-martensitic (FM) steel as the structural material with a SiC/SiC composite flow
channel insert (FCI).  Thus, recent U.S. compatibility research has examined issues with Pb-Li.[2-8]
Compared to Li,[9] a wider range of materials can be compatible with Pb-Li because of the low activity of
Li.[10]  In particular, SiC readily dissolves in Li, but not Pb-17Li.[2,4,11]  However, like Pb, Pb-Li dissolves
Fe, Cr and especially Ni from many conventional alloys above 500°C.[12,13]  This is not a concern for a
DCLL TBM operating at <500°C.  However, a DCLL blanket for a commercial reactor would be more
attractive with a higher maximum operating temperature, perhaps >600°C if ODS ferritic steels [14] were
used.  Even at 550°C, a recent study of Eurofer 97 (Fe-Cr-W) showed a very high dissolution rate in
flowing Pb-Li.[13]  Therefore, preliminary Pb-Li compatibility capsule experiments are being conducted at
500°-700°C in order to investigate several concepts before flowing Pb-Li compatibility tests are conducted.
Recent capsule experiments have investigated (1) the compatibility of ODS ferritic steels compared to
conventional wrought FM steels, (2) the effectiveness of Al-rich coatings to inhibit dissolution, (3) the effect
of Fe and Ni impurities in the Pb-Li on the amount of dissolution, and (4) potential dissimilar material
effects between Fe and SiC.  To address the first two topics, characterization of ODS and wrought FeCr
alloys exposed to Pb-Li is presented here as well as a time series of coated specimens.  For the fourth
topic, the capsule experiments have been completed and the mass change data suggests that a change
in the amount of dissolution occurred at 700°C.

1
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Experimental Procedure

Static capsule tests were performed using Mo capsules and type 304 stainless steel (SS) outer capsules
to protect the inner capsule from oxidation.  The dissimilar materials capsules had an inner chemical vapor
deposited (CVD) SiC capsule.  Since this capsule cannot be sealed, it is placed inside a Mo capsule and
held shut by a Mo wire welded into the Mo capsule lid that is welded shut.  A similar SS capsule was used
to protect the Mo capsule in these experiments.  For the Mo capsules, the specimens were ~1.5 mm thick
and 4-5 cm2 in surface area with a 600 grit surface finish and were held with 1mm diameter Mo wire.  (Mo
can be considered to be essentially inert under these conditions.)  For the SiC capsules, a CVD SiC spacer
is used to hold a specimen that is ~1.5 mm thick and 2-3cm2 in surface area. The representative FM steel
used in prior work was Grade 92 (Fe-9Cr-2W) and two ODS alloys also were evaluated, one from ORNL
(14YWT) and the other (ODM401) from Dour Metal sro.  All of the alloy compositions are shown in Table
1.  For coated specimens, the coupons were polished to a 0.3µm alumina finish and cleaned ultrasonically
in acetone and alcohol.  Aluminizing was performed in a laboratory-scale CVD reactor consisting of an
inductively heated alumina tube with flowing H2 carrying the AlClx vapor. The reactor has been described
in detail elsewhere.[15]  For the dissimilar metal experiments, unalloyed Fe specimens were used to
simplify the experiment and the CVD SiC specimen was high-purity material from Rohm & Haas.  For the
Mo capsule results reported here, the capsules were loaded with 125g of Pb-Li in an Ar-filled glove box.
For the smaller CVD SiC capsules, only 20g of Pb-Li was used.  To avoid recent issues with variable Li
composition in the current commercial batch of Pb-Li,[7] this material was cast at ORNL and chemical
analysis showed a Li content of 16.5at.%Li in one stick and 15.9% in a second stick that was used for the
current series of coated specimens in Mo capsules.  The Mo and SS capsules were welded shut in a glove
box to prevent the uptake of impurities during the isothermal exposure.  After exposure, residual Pb-Li on
the specimen surface was removed by soaking in a 1:1:1 mixture of acetic acid, hydrogen peroxide and
ethanol for up to 72 h.  Mass change was measured with a Mettler-Toledo balance with an accuracy of
0.01mg/cm2.  Characterization included x-ray diffraction (XRD), x-ray photoelectron spectroscopy (XPS),
scanning electron microscopy (SEM) equipped with energy dispersive x-ray (EDX) analysis and electron
microprobe analysis (EPMA) equipped with wavelength dispersive x-ray analysis.

Results and Discussion

Figure 1 shows the mass change data for both ODS alloys and aluminized alloy 401 after 1,000h at 700°C
that was reported previously.[8]  (A prior report outlined that it was not possible to aluminize the 14YWT
alloy,[16] likely due to the high N content and small grain size in this batch.)  Both P92 and the ODS alloys
showed a similar mass loss which is not particularly surprising since Fe and Cr are thought to dissolve in
Pb-Li at a similar rate.  Figure 2 shows cross-sections of the bare alloys after exposure at 700°C.  The
Gr.92 specimen showed some areas with a flat surface and some rougher areas as shown in Figure 3a.
Prior work has suggested that the native oxide on the steel may inhibit dissolution while it remains in

Table 1.  Alloy chemical compositions (atomic% or ppma) determined by inductively coupled plasma
analysis and combustion analysis.  
Material Fe Ni Cr Al O C N S Other
14YWT 83.3 0.03 14.1 0.04 6000 3000 5170 69 0.59W,0.12Y

0.28Ti,0.08Si
401 82.6 0.12 14.8 0.12 6560 610 1770 89 0.17Mo,0.13Y

1.2Ti,0.08Si
Gr.92 (9Cr-2W) 87.2 0.1 9.9 0.02 80 5120 2330 87 0.55W, 0.46Mn

0.30Mo,0.32Si
< indicates below the detectability limit of <0.01% or <0.001% for interstitials
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place.[13]  Areas like Figure 2a show Cr depletion, while the flat areas show no Cr depletion as shown in
Figure 3.  Also shown in Figure 3, the Cr depletion is minimal after exposure of Gr.92 at 600°C.  The ODS
alloys showed large oxide particles and some void formation near the surface after 1,000h exposures,
Figure 2b-2c.  This behavior increased after a 5,000h exposure of 14YWT at 700°C, Figure 2d.  The higher

Figure 1.  Mass change results after exposure for 1,000h at 700°C in Pb-Li for both wrought and ODS
FeCr alloys and with and without CVD aluminide coatings.

Figure 2.  Light microscopy of FeCr alloys exposed to Pb-Li at 700°C (a) Gr.92 for 1,000h, (b) 401 for
1,000h, and 14YWT for (c) 1,000h and (d) 5,000h.

Gr.92, 1kh:  -3.5mg/cm2 401, 1kh:  -3.4mg/cm2

14YWT, 1kh:  -2.9mg/cm2 14YWT, 5kh:  -9.5mg/cm2
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Cr content in the ODS alloys may have contributed to the different behavior.  However, Figure 1 shows
that with the same CVD coating procedure, the ODS 401 substrate showed a similar reduction in mass
loss as coated Gr.92.  Figure 4 shows a cross-section of the coated 401 specimen after exposure to Pb-
Li.  None of the large oxide particles are present in this cross-section as in the uncoated specimen, Figure
2b.

While these coatings appear to be effective in 1,000h capsule tests, one issue that has arisen is the high
Al loss from the coating observed after exposure at 700°C.[5]  To further investigate coating performance,
two sets of experiments are being conducted.  For the first experiment, a single aluminized Gr.92
specimen was sectioned so that the same coating could be studied at three stages:  as-coated, after pre-
oxidation and after exposure to Pb-Li.  The as-coated and pre-oxidized Al profiles were presented
previously showing little difference after 2h at 800°C.[8]  The third piece has been exposed for 1,000h at
700°C and is currently being mounted for microprobe analysis.  For the second experiments, coated Gr.92
specimens were exposed to Pb-Li at 700°C for different times.  Figure 5 shows the current results including
the mass change of uncoated specimens for comparison in Figure 5a.  A mass loss was measured after

Figure 3.  EPMA Cr composition profiles from Gr.92 specimens exposed for 1,000h in Pb-Li at 600° and
700°C.

Figure 4.  Light microscopy of polished cross-section of aluminized 401 exposed to Pb-Li at 700°C for
1,000h.  A thin oxide is present at the surface which shows some roughness.

Cu-plate

10µm

surface oxide
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the 2,000h coating exposure and the specimen appeared shiny suggesting there was no surface oxide (as
in Figure 4).  This specimen is now being characterized.  The 5,000h exposure will be complete in
September.  For the 500h exposure, the Al loss is shown in Figure 5b and is compared with Al profiles from
a typical as-received specimen (shaded area) and the previous 1000h exposure.  The profiles suggest that
little additional Al was lost from the coating between 500 and 1000h.  However, during the initial 500h
exposure, a significant loss in Al occurred dropping the surface Al content from ~18at% to ~10%.

The final area is the dissimilar material experiments comparing the behavior of Fe and SiC specimens in
Pb-Li with mild steel and SiC capsules.  The Fe capsule mass changes were presented previously [7] and
are included in Figure 6 with the new results from SiC capsules.  Unfortunately, the SiC specimen with a
SiC holder resulted in some specimen chipping during loading and/or unloading that resulted in some
mass losses unrelated to the Pb-Li reaction.  The most striking observation is that there was a major
difference in the mass change of the Fe specimen at 700°C between the two types of capsules.  A large
mass loss was observed with the steel capsule and a much smaller loss with the SiC capsule.  The mass
loss due to dissolution of Fe in the Pb-Li is not unexpected.  The decrease in mass loss with the SiC
capsule may be due to C uptake from the CVD SiC capsule as FeCx is thermodynamically more stable
than SiC.  The specimens are now being characterized.  One difference between the two capsule
experiments is the specimen surface area to Pb-Li volume ratio.  In the SiC capsule the ratio is 1.5 (2.7
cm2 vs. 1.8 cm3) while in the Fe capsule it is 0.5 for just the specimen (5 cm2 vs. 11 cm3).  However, if the
capsule wall also is considered (as it also may dissolve) the ratio is 2.5 because of the large surface area
of the capsule in contact with ~11cm3 of Pb-Li.  Nevertheless, this difference does not appear sufficient to
explain the large change in mass between the two experiments.  This mechanism may not be a concern
for <500°C operation but needs to be evaluated for higher temperature systems, especially with a
temperature gradient.  The characterization of the current specimens should give some indication of the
extent of the dissimilar material reaction.

Figure 5.  (a)  Specimen mass change as a function of exposure time in Pb-Li at 700°C  (b) Normalized
Al content by EPMA as a function of depth for coated Gr.92 specimens after exposure for 500h and 1,000h
at 700°C in Pb-Li. Typical as-coated Al profile is shown in shaded area.

a b
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Figure 6.  Specimen mass change from a series of capsule experiments with carbon steel or CVD SiC
capsules and Fe and CVD SiC specimens exposed to Pb-Li for 1,000 h at each temperature.
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ADDITIONAL CHARACTERIZATION OF V-4Cr-4Ti EXPOSED TO FLOWING Li – B. A. Pint and K. A.
Unocic (Oak Ridge National Laboratory)

OBJECTIVE

Characterize specimens exposed to flowing Li in a thermal gradient to evaluate the effects on V-4Cr-4Ti
and a multi-layer electrically-insulating coating needed to reduce the magneto hydrodynamic (MHD) force
in the first wall of a lithium cooled blanket.

SUMMARY

In order to further understand the behavior of specimens exposed in the loop, microstructural
characterization is being performed on the V-4Cr-4Ti tensile specimens that showed dynamic strain aging
at 500°C.  Initial results are presented.  Also, further characterization on the dual layer MHD coatings is
planned.

PROGRESS AND STATUS

Introduction

Previous reports[1,2] presented 500°C tensile behavior of V-4Cr-4Ti after various exposures including
flowing Li in a thermal convection loop with a peak temperature of 700°C for 2,355h.[3] The results were
unusual and more characterization was warranted which is now being undertaken.  Also, the dual layer
(Y2O3/V) MHD coatings deposited by physical vapor deposition that were exposed in the loop were not
fully characterized because a method was not apparent to evaluate the electrical resistivity without
damaging the coatings.  Using focused ion beam milling may now provide an opportunity to study those
coatings.

Experimental Procedure

Details of the thermal convection loop exposure have been presented previously.[3]  The specimens
consisted of miniature tensile specimens (type SS-3:  25 x 4 x 0.9mm), tab specimens and specimens with
a dual layer MHD coating linked in a chain held together with V-4Cr-4Ti wire.  The tensile specimens were
annealed for 1h at 1050°C prior to exposure in Li.  The exposure temperature for each specimen is
estimated by using a linear extrapolation of the temperatures measured at the top and bottom of the each
leg.[3]  Tensile testing was conducted at 500°C in a vacuum with a base pressure of 10-6Pa (10-8Torr) and
a strain rate of 10-3s-1.  Initial microstructural characterization is being performed, first consisting of
scanning electron microscopy (SEM) of the fracture surfaces and metallographic cross-sections of the
tensile specimens.  Additional characterization of the microstructure (e.g. hardness profiles and
transmission electron microscopy (TEM)) will be conducted as warranted.

Results and Discussion

Figure 1 shows a summary of fracture surfaces and deformation regions of the tensile specimens fractured
at 500°C in vacuum.  All of the specimens show some ductile behavior. The as-received specimen showed
the most ductility, Figure 1a.  (In general, all of the specimens showed an increase in ultimate tensile stress
(UTS) compared to the unexposed specimens and some decrease in ductility.)  The specimen exposed to
isothermal Li at 800°C for 1,000h (Figure 1b) and the specimen from the top of the hot leg (highest
temperature, ~627°C, Figure 1d) show a 45° orientation of the fracture surface suggesting a change in the
deformation mechanism near the maximum shear stress.  To evaluate the operating mechanism and grain
orientations, electron backscatter diffraction in the SEM and TEM will be used.  The initial characterization

1
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Figure 1. SEM of fracture surface and light microscopy of cross sections for V-4Cr-4Ti tensile specimens
tested at 500°C:  (a) as-received, (b) 800°C isothermal capsule exposure in Li, (c) cold leg, ~516°C and
(d) hot leg, ~627°C.  All of these specimens showed dynamic strain ageing at 500°C.
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of the tab (spacer) V-4Cr-4Ti specimens in the loop showed precipitate coarsening and depletion near the
surface.  However, the initial evaluation of these specimens did not reveal similar behavior in these
specimens.  As each specimen was too small to perform a chemical analysis, V-4Cr-4Ti tab and tube wall
specimens were used to measure chemistry changes.  These analyses consistently showed a decrease
in the O content and an increase in the C and N contents.[1, 3-5]  These changes in interstitial content are
expected based on Li thermodynamics of gettering O, but low affinity, compared to vanadium, for C and
N.  One goal of the characterization is to determine if these composition changes are uniform or if there is
a gradient within the material and if location in the loop affected the microstructure.  Ultimately, a better
understanding of the precipitate evolution during exposure in the loop should explain the variations
observed in the dynamic strain aging behavior during 500°C tensile testing and the differences observed
between these specimens and those exposed to static Li in an Ar-filled glove box.[6]
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6.1 First-Principles Investigation of the Influence of Alloying Elements on the Elastic and 

Mechanical Properties of Tungsten   G. D. Samolyuk, Y. N. Osetskiy, and R. E. Stoller 
(Oak Ridge National Laboratory) 

 
 
OBJECTIVE 
 
The objective of this research is to support possible approaches to the design of ductile tungsten 
alloys through the use of relevant ab initio electronic structure calculations. 
 
SUMMARY 
 
The properties of ½<111> screw dislocations in W1-xTmx alloys with different transition metal, Tm, 
concentrations within the local density approximation of density functional theory was 
investigated.  The electronic structure of alloys was described within the virtual crystal 
approximation.  It was demonstrated that alloying of W with transition metals from group VIII 
modifies the properties of screw dislocation similar to the effect of alloying with Re. Specifically, 
the alloying changes the dislocation core from symmetric to asymmetric and reduces the value of 
the Peierls barrier and Peierls stress.  These modifications are caused by filling of d-electron 
states of W. 
 
PROGRESS AND STATUS 
 
Introduction 
 
Alloys of W with Re have been studied extensively using both experiment [1, 2] and theory [3, 4, 
5].  Adding Re has the effect of ductility improvement of the tungsten. In [5] it was demonstrated 
using first principles calculations that addition of Re to tungsten modifies the symmetry properties 
of ½<111> screw dislocations and reduces the value of the Peierls barrier.  In the present 
research we investigate the properties of screw dislocations in binary W1-xTmx using first-
principles electronic structure calculations for a set of transition metals (Tm).  This result will be 
used in a future search for alloying elements causing changes in tungsten alloys properties similar 
to the effects of Re.    
 
Formalism 
 
We calculated the electronic structure within the local density approximation of density functional 
theory (DFT) using the quantum espresso package [6].  The plane wave energy cut off at 42 Ry 
allows accuracy 0.2 mRy/atom.  The alloying was modeled using the virtual crystal approximation 
(VCA).  As a realization of VCA for the pseudo potential method we used the scheme proposed in 
Ref. [7].  A periodic quadrupole arrangement of ½<111> screw dislocation was used to describe 
the core structure and Peierls barrier.  Two dislocations with opposite Burgers vectors were placed 
in a super cell containing 135 atoms with lattice vectors b1=(9u1+5u2+u3)/2, b2=5u2 and b3=u3, 
where vectors u1=<112>, u2=<110> and u3=<111>/2.  The BZ summations were carried out over a 
1x2x8 BZ grid with Gaussian boarding of 0.02 Ry.  It was demonstrated that summation over 1x1x3 
BZ grid used in our previous calculation in not accurate enough.  The Peierls barrier in W1-xTmx 
was obtained by moving a ½<111> dislocation from easy to hard core configurations. 
 
RESULTS 
 
The applicability of the virtual crystal approximation to W1-xRex binary alloys was verified in our 
previous research, see [9].  Also it was demonstrated that the so-called rigid band approximation 
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can be applied.  Thus, all dilute tungsten based alloys with the same number of electrons per 
atom (e/a) have the same elastic constants.  The concentration of different alloying elements 
which give the same (e/a) value can be calculated through the simple expression 

WZZ
aex

−
=

)/(
,                                       (1) 

where Z is the number of valence electrons of the alloying transition metal atom and ZW of 
tungsten.  As it was demonstrated in our previous reports [9], the d band filling by addition of 
electrons from the VIII group transition metal, the lattice parameter decreases and elastic 
anisotropy A=C44/C’ increase [9]. The obtained result agrees with experiment [10].  Also the C’ 
and A values demonstrate very close dependence on concentration if they are plotted as a 
function of (e/a), the number of electrons per atom.  This similarity supports conclusion that the 
main effect of alloying W with transition metals with larger number of d electrons is related to d 
band filling.  
 
The calculated structure of the easy  core configuration of a 1/2<111> dislocation is shown on Fig. 
1 for pure W, W0.75Re0.25 and W0.88Fe0.12, where concentrations of transition metals were chosen to 
give the same (e/a) value.  The circles on Fig. 1 represent W atoms looking in the <111> direction 
and the structure of dislocation is illustrated by differential displacement maps [11].  It should be 
mentioned that for tungsten alloys with other Tm with the same (e/a) value the core configurations 
are the same as for Re and Fe alloys but are not shown here.  As was demonstrated in [5] for W a 
symmetric core is obtained, i.e. the dislocation expands equally along the six <112> directions. 
 

 
Figure 1.  The easy core dislocation structure in W1-xTmx calculated in VCA. 

 
 
Alloying with Re or any other Tm with the same value of (e/a) leads to change from a symmetric 
core structure to an asymmetric structure. It should be mentioned that increase of BZ grid size 
modifies Tm concentration at which the symmetry core change can bi visualized to larger 
concentrations.  As was mentioned in Ref [5], the transition from symmetric to asymmetric cores 
changes the dislocation slip plane.  The symmetric core dislocations move uniformly on {110} 
planes; asymmetric ones move in a zigzag manner [12] and the slip plane changes to {112}. 
 
Along with the change of core symmetry the value of the Peierls barrier changes, see Fig. 2.  As 
can be seen, alloying with Re, and Tm from VIII group with concentration which corresponds to 
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(e/a)=6.05 reduces the barrier by ~25 %, whereas Zr increases the barrier and makes the tungsten 
alloy more brittle.  
 

 
 

Figure 2.  Calculated Peierls barrier in W1-xTmx. 
 
 
The concentration of Tm in these calculations was chosen thus that it keeps the same value (e/a). 
However the limit of solubility of Fe in W is < 2 %.  The result for modification of Peierls barrier for 2 
% Fe is shown by black diamond on Fig. 2 and equals ~ 10%.  Although Peierls barrier is very 
important property of dislocation it’s not directly determine value of Peierls stress, the stress should 
be applied to crystal to move dislocation from one easy core configuration to another one.  The 
value of Peierls stress can be calculated directly by applying strain to modeling cell until the 
dislocation moves.  The strain was applied by modification of lattice vector b1=9/2u1+5/2u2+ 
(1/2+ξ)u3.  On the Fig. 3 the dependence of modeling cell energy as a function of strain ξ is 
presented. 
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Figure 3. Energy of modeling cell as a function of strain ξ. 
 
 
The drop in the total energy corresponds to dislocation glide and obtained value of the stress 
corresponds to Peierls stress.  Thus the alloying reduces Peierls stress from 1.71 GPa to 1.37 GPa 
for 10 % Re and to 1.1 GPa for 5% of Fe.  The correlation between Peierls barrier as a function of 
reaction coordinate (blue) and energy of the modeling cell as a function of strain (red) is illustrated 
on Fig. 4. 
 

 
 

Figure 4.  Energy of modeling cell as a function of strain ξ (red) and Peierls barrier (blue). 
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The energy as a function of strain is rescaled thus that zero corresponds to zero strain and one to 
Peierls stress.  As it can be seen the value of total energy of cell at Peierls stress is qualitative 
agreement with value of Peierls barrier and modification of Peierls barrier can be used as a 
screening to gauge ductility.  
 
Thus the alloying tungsten with any transition metal from VIIA and VIIIA groups leads to similar 
modifications of dislocation core structure and reduction of the Peierls barrier and Peierls stress 
and possible ductilizing effect. 
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6.2 Influence of Carbon on Helium – Defect Interactions in Single Crystal Iron 
Following Helium Implantation:  Thermal Helium Desorption and Positron 
Lifetime Measurements and Modeling  Xunxiang Hu (University of California, 
Berkeley), Donghua Xu, and Brian D. Wirth (University of Tennessee, Knoxville)  

 
 
OBJECTIVE 
 
The objective of this work is to identify the kinetics and energetics of helium-point defect 
interactions of helium implanted single-crystalline iron. 
 
SUMMARY 
 
The thermal desorption spectra of helium from single crystalline iron samples was 
obtained as a function of implantation conditions using the Berkeley thermal helium 
desorption spectroscopy (THDS).  The implantation conditions were He ion implantation 
energies of 10, 20, or 40 keV at a consistent dose level 1x1015 He/cm2.  Constant rate 
heating ramps were employed to thermally desorb the implanted helium.  The present 
results, in which the single crystalline iron has a lower carbon content, indicate a 
significant effect of carbon on the helium desorption behavior, when compared to our 
previous measurements.  The results indicate that major helium releasing peaks of the 
iron samples with higher purity show up at lower temperatures.  A spatially dependent 
cluster dynamics model is utilized to reproduce the helium spectrum in BCC region.  
Meanwhile it provides an opportunity to optimize the basic thermodynamic and kinetic 
energy parameters of helium and small helium-vacancy clusters.  The combination of the 
modeling and THDS measurement allows identification of possible mechanisms (e.g. 
shrinkage of He3V2) responsible for the measured helium desorption peaks.  
Furthermore, the model is also used to predict the depth dependence of helium and 
helium-defect clusters as a function of time and temperature during the THDS 
measurement.  The samples with the implantation condition of 40 keV, 1x1015 He/cm2 
have been measured by positron annihilation spectroscopy, as an initial attempt to 
correlate a second experimental technique of the vacancy cluster population against the 
modeling predictions.  Good agreement is obtained between the positron lifetime 
analysis and the modeling calculation.  The recent work provided an overview of the self-
consistency of the model predictions based on the assumptions made in the helium-
point defect binding and interaction energies and diffusivities. 
 
PROGRESS AND STATUS 
 
Introduction 
 
A large quantity of helium will be generated in fusion structural materials (e.g. 
ferritic/martensitic steel) as a result of direct implantation or transmutation reactions 
induced by the large 14 MeV peaked neutron spectrum [1-3].  Since helium has 
extremely low solubility in most metallic alloys, it has a strong tendency to cluster with 
various types of defects and to precipitate out as bubbles.  It has been observed that the 
production of helium in typical engineering alloys can lead to significant property 
degradation, such as hardening, fast creep rupture, swelling and embrittlement [1-4].  
Therefore, studying helium effects on the microstructure and mechanical properties is of 
tremendous importance in fusion materials research.  Since the macroscopic properties 
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are determined by the microstructure and microscopic interactions, a major task of this 
study is to understand the helium effects by uncovering the mechanisms by which 
helium migrate and interact with various types of defects, and by which the interactions 
govern the subsequent nano/microstructural evolution in irradiated materials.  This is an 
inherently multi-scale problem spanning from atomistic to macroscopic dimensions in 
both time and space. 
 
The theoretical foundation of helium behavior was laid in the 1970s and 1980s with 
concern with mainly about the fission conditions [5-10].  Due to the increasing interest of 
fusion energy, a resurgence of research activities on helium is witnessed in recent years.  
BCC iron and ferritic alloys attract most of the concern, particularly.  The kinetics, 
energetics and thermal stability of helium and small helium-containing clusters, and the 
helium interactions with grain boundaries and dislocations have been studied by 
atomistic simulations using molecular statics/dynamics and ab inito approaches.  Rate 
theory models are also developed by different researchers to simulate the evolution of 
helium-defect clusters and fit the experimental results.  Meanwhile, experiments using 
optical or electron microscopy, nuclear reaction depth profiling, positron annihilation 
spectroscopy, thermal helium desorption spectrometry and other techniques have been 
executed to analyze the behavior of helium and helium-containing clusters in BCC iron 
and ferritic alloys [11-16].  However, the overall picture of helium in BCC iron or ferritic 
alloys remains incomplete and not yet self-consistent.  On one hand, there are still 
significant open questions such as the energetics of large He-V clusters.  On the other 
hand, apparent discrepancies still exist in the literature regarding some basic subjects, 
such are the binding energy of HeV cluster. 
 
A newly developed, parallel computer code for modeling the spatially-dependent cluster 
dynamics of helium, vacancy and interstitial clusters has been used to predict the earlier 
THDS experimental results in our research group [17,18].  A good agreement could be 
obtained by optimizing the values for the migration energy of single vacancy and the 
binding energies of small He-V clusters.  These results were explained by invoking the 
presence of impurities in the experimental samples, which were not taken into account in 
the initial model.  Since carbon is a common impurity in iron and since it strongly 
interacts with vacancies, as confirmed by ab initio calculation [19,20], carbon was 
proposed as the most likely candidate for the effect observed. 
 
In this work, we conducted THDS measurements for the new batch of single crystalline 
irons implanted with 10keV, 20keV, 40keV to a constant dose 1x1015 He/cm2.  The 
comparison between the new helium desorption spectrum and the previous results of old 
samples give us a general picture of how the carbon’s presence affects the helium 
outward flux.  The cluster dynamic model is incorporated to fit the helium desorption 
spectrum and analyze the He-V clusters’ evolution.  The model’s prediction will be 
verified by positron annihilation spectroscopy (PAS) measurements at selected 
annealing conditions of interest.  This report will provide an overview of the self-
consistency of the model predictions based on the assumptions made in terms of the 
He-point defect binding and interaction energies, and diffusivities. 
 
Experimental Procedure 
 
Two different batches of single crystalline irons were used in this project.  The old 
samples with a purity of 99.94% were provided by Dr. S. A. Maloy at Los Alamos 
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National Lab.  The new bacth of high purity (99.98%) single crystalline iron plates of 
1mm in thickness, 4.5mm in diameter were purchased from Goodfellow.  Before 
measurements, the samples were mechanically polished to 1 µm grade smoothness, 
and then commercially implanted at room temperature with He-4 ions. 
 
Partial helium current was measured in Berkeley ultrahigh vacuum (~10-10 torr) thermal 
desorption system as a function of temperature during constant ramp rate (1 K/s) from 
room temperature up to 1300°C.  The helium current was then converted to the 
instantaneous desorption rate by multiplying a proportionality coefficient, determined 
separately with a calibration procedure. More details of our system can be found in Ref. 
21 and 22. 
 
RESULTS 
 
In order to study the effect of impurities, chemical analysis was conducted for both 
batches by Luvak Inc. to identify the compositions of samples.  The following table 
shows the analysis details. No other elements were detected in excess of 0.01%.  
 
 
Table 1. Composition of the two batches of single crystalline irons 
 Carbon Copper Manganese Nickel Iron 
Old samples 0.023% < 0.01% 0.01% < 0.01% Balance 
New samples 0.007% 0.0385% 0.049% 0.0135% Balance 

 
 
The analysis results indicate that carbon content of the old samples is three times more 
than that of new samples while the other impurities, such as Cu, Mg and Ni, of old 
samples are less than those present in the new samples.  The substitutional solutes of 
copper, nickel and manganese should have very little impact on the binding energies of 
He-V clusters because of their similar properties (e.g. atom size) as iron.  In contrast, 
carbon has a strong tendency to interact with vacancies, as confirmed by ab initio 
calculations.  In this paper, we will focus on the effect of carbon on the helium desorption 
spectra.  In the following, when the high purity of SC samples are mentioned, it 
represents the new samples with low carbon content; when low purity of SC samples are 
used, it means the old samples with relatively higher carbon content.  
 
The facility experienced the change of tungsten crucible recently.  A new tungsten 
crucible welded by a supporting tantalum rod replaced the separated ones used before. 
The new design will guarantee the stability of the thermal couple in the measurement in 
order to provide more accurate temperature control.  Meanwhile, the facility accepted the 
new components after several runs.  A relatively cleaner background was obtained 
whose helium current remains in the small region of low values, 1.4x10-13 A~3.2x10-13 A.  
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Fig.1 [22].  Desorption spectra of low purity single-crystalline iron implanted with 4He at: 
(a) 5keV, 1x1014 He/cm2; (b) 5keV, 1x1015 He/cm2; (c) 10keV, 1x1014 He/cm2; (d) 10keV, 
1x1015 He/cm2. 
 
 
General features of low purity SC spectra 
 
Fig.1 presents experimentally obtained thermal helium desorption spectra for the low 
purity single crystalline iron samples, which were implanted with either 5 or 10keV He 
ions to a fluence of 1014 or 1015 He/cm2, during thermal annealing with a constant 
heating rate of 1°C/s.  The data clearly show two well separated major desorption 
groups within the BCC temperature range (up to 912°C, where the appearance of the 
sharp peak marks the alpha-gamma phase transformation of iron):  Group I below 
~300°C and Group II from ~550°C to 912°C.  Major helium releasing region is above 
600°C.  Further, increasing implantation fluence greatly enhances the fraction of retained 
helium that will not desorb until ~1200°C. The energy’s difference dose not show 
significant discrepancy in the helium desorption spectra compared to the fluence’s effect. 
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Fig. 2. Desorption spectra of high purity single-crystalline iron implanted with 4He at: (a) 
10keV, 1x1015 He/cm2; (b) 20keV, 1x1015 He/cm2; (c) 40keV, 1x1015 He/cm2. 
 
General features of high purity SC spectra 
 
The helium desorption spectra obtained from high purity SC samples (new samples) for 
the three combination of implantation conditions used in the latest measurement are 
presented in Fig.2(a)-(c).  There also exists a sharp peak for each of the spectra, which 
is also observed for other experimental conditions.  In Ref. 21, it shows the strong 
evidence leading to the conclusion that this peak is primarily due to the alpha-gamma 
(BCC-FCC) phase transformation.  Therefore, in this work, as what we did before, this 
peak is used to calibrate the temperature reading by setting this peak position to 912°C 
(the well known value of BCC-FCC phase transformation in pure iron) and utilizing a 
linear-correction to the other temperature values. 
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The new spectra also involve the existence of multiple helium release groups:  Group I 
below ~300°C and Group II from ~450°C to 912°C.  The group I here is similar to that in 
old spectra, although Fig.2(b) dose not show the obvious release peak around 200°C.   
In group II, a significantly large peak shows up around 600°C in the BCC region, which is 
not observed in the old spectra.  From low implantation energy to higher implantation 
energy, the big peak switches to a position of higher temperature.  Also, after the 
concentrated helium release in this big peak, a plateau with small fluctuations continues 
up to the phase transformation point.  In Fig.2(c), there is an obvious peak in the plateau 
just before the BCC-FCC transformation.  The other similar feature is that the retained 
helium will not be desorbed until ~1200°C.  The Group II, major helium desorption 
region, starts from a lower temperature point (~450°C) compared to the old spectra.  In 
general, the helium spectra of high purity SC look like more concise and less diffuse 
than old spectra of low purity SC. 
 
It is reasonable to ascribe the less diffuse feature of the high purity SC spectra to the 
lower concentration of carbon.  As mentioned earlier, the most crucial distinctions are 
the carbon content in the samples while the other impurities’ effect can be neglected due 
to their substitutional positions.  Carbon is known to affect the migration of self-defects in 
alpha iron, particularly vacancies. Some researchers [23,24] have pointed out that the 
effective migration energy of vacancies in BCC iron measured experimentally varies 
between 0.6 to 1.5 eV with higher values for specimens with higher carbon content. 
Some of these observations have been explained with the help of density functional 
theory calculations.  Experiments also provide the evidence of the formation of various 
carbon-defect complexes, in particular carbon-vacancy clusters [25].  These can explain 
our experimental results from a very straight-forward point of view and approve our 
assumption that helium will be desorbed in a lower temperature range for the specimens 
with high purity due to the smaller effect of carbon.  
 
However, how the energetics of helium and helium-vacancy clusters change cannot be 
seen clearly only by the experiment.  Thus we next describe the use our spatially-
dependent cluster dynamics code to model the new helium spectra and compare the 
energies applied here to the previous simulations.  This will provide an overview of the 
energetic changes in detail. 
 
Spatially-dependent Cluster Dynamics Model 
 
Despite substantial effort, the overall picture of helium in BCC iron or ferritic alloys 
remains disconnected, incomplete and not yet self-consistent.  A model that incorporates 
both temporally and spatially depent He and point defect diffusion, trapping and de-
trapping kinetics during the implantation process and thermal annealing has been 
developed in our research group.  The detailed ideas of this model can be found in 
Ref.17 and 18. 
 
As shown in the Ref.17 and 18, the modeled desorption spectra can result in good 
overall agreement with the experiments by optimizing the parameters for the vacancy 
migration energy and the binding energy of very small helium-vacany clusters containing 
one to three vacancies and up to five helium atoms.  The selection of optimized 
parameters has been guided from input from ab initio calculations, as well as from 
molecular dynamics and cluster dynamics simulation results. 
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Fig.3.  Experimental (open symbols) and predicted (solid lines) He desorption spectra in 
single crystalline iron of high purity  following implantation of (a) 10keV, 1x1015 He/cm2; 
(b) 20keV, 1x1015 He/cm2; (c) 40keV, 1x1015 He/cm2. 
 
 
New Modeling Results 
 
The new helium desorption spectra provides another opportunity to show the self-
consistency of the code.  A parameter optimization was performed, which is aimed at 
improving the agreement between the model and the experiments.  The sold red lines in 
Fig. 3 represent the predicted desorption spectra with the best overall agreement with 
the experiments obtained so far using a different set of optimized parameters from 
previous model for low purity SC samples. 
 
As shown in Fig.3, quite similar to the experimental spectra, the model reproduce the 
two well separated major desorption groups within the BCC temperature range, one 
below 300°C and the other above 450°C.  Moreover, the small peaks in Group I are 
predicted well with a good position overlap.   Although the model successfully generate 
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the big peaks in Group II, the position for it in Fig. 3(a) does not fit the experimental 
result very well, shifting to the higher temperature region; while for Fig. 3(b), (c), the big 
peaks’ positions are well produced.  The other unfavorable aspect is that the plateau in 
the experimental spectra was not seen in the model prediction. Snuggling up to the big 
peaks in the modeled curves, a small peak show up and then helium desorption rate 
decreases abruptly.  Furthermore, the model requires further improvement or 
optimization to better reproduce the intensities of the desorption peaks, the major peak’s 
position for the lower implantation energy specimen as well as the plateau within Group 
II. 
 
Influence of Carbon Existence on the Energetics and Kinetics 
 
In our simulation, the migration energy of single vacancy is optimized to be the value of 
0.82eV which is smaller than that used for the model of low purity samples.  In the table 
2, the major binding energies of helium for some important clusters are listed.  It is very 
clear that the binding energies of the important clusters for modeling high purity samples 
are smaller than that for modeling low purity samples, except the value for the helium 
binding energy of He2V.  This situation has agreed with our experimental results and 
analysis.  The other thing that should be mentioned is that all of the energies applied in 
the model are within the energy range computed by ab initio, molecular dynamics and 
thermodynamic.  
 
Carbon’s existence become a fetter for the mobility of helium and other mobile small 
clusters and induce the binding energies of helium-vacancy clusters to shift to higher 
values.  A recent rate theory modeling work indicate that the explicit inclusion of a few 
small carbon-containing clusters HenVmCp (n,m,p=0,1,2) along with ab initio vacancy 
migration energy is shown to produce similar agreement with experiments to that 
obtained by an effective but larger vacancy migration energy without considering carbon. 
 
 
Table 2.  Comparison of the binding energies (eV) of helium for small He-V clusters.  
Clusters High purity Low purity Ab initio MD Thermodynamic 
HeV 2.56 3.20 2.3 3.7 3.39 
He2V2 2.98 3.17 2.75 3.8 3.17 
He2V 1.13 1.12 1.84 2.19 1.72 
He3V2 2.25 2.45 2.07 2.81 2.29 
He4V2 1.10 1.18 2.36 2.48 1.43 
He5V3 1.70 2.17 n/a 3.11 1.92 
 
 
Possible Mechanisms Responsible for He Desorption Peaks 
 
The combination of the modeling and thermal desorption measurements allows 
identification of possible mechanisms governing helium desorption peaks.  Actually, 
when we do the optimization of the binding energies of small clusters to fit the 
experimental results, the cluster distributions at different temperatures have been 
analyzed.  
 
The case of high purity samples implanted by 40keV, 1x1015 He/cm2 is taken as an 
example.  The shrinkage of He2V is responsible for the helium desorption peak in Group 
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I.  The production of the big helium release peak derives from the large decrease of 
three small clusters, HeV, He2V2 and He3V2; the peak close to the major one within BCC 
region is due to dissociation of HeV.  These are also our foundation to do the parameter 
optimization.  
 
 
 
 
 

 
Fig.4.  Experimental (open symbols) and predicted (solid lines) He desorption spectra in 
single crystalline iron of high purity following implantation of 40keV, 1x1015 He/cm2; 
Major shrinkage of small clusters are labeled nearby the corresponding He desorption 
peaks; Three points of interest are marked to do the positron lifetime analysis. 
 
 
Cluster Evolution Predicted by Model 
 
While some small clusters listed above with optimized binding energies are important 
species to accurately model the desorption spectra, they are not the whole story.  In fact, 
helium release is intimately coupled to the overall clusters evolution dynamics and each 
desorption group involves a collective action of a distribution of cluster size.  
 
Here we picked up three interesting points covering the two major helium desorption 
groups within BCC region, as marked in Fig. 4, which are:  I after irradiation, II at 300°C, 
III at 750°C. 
 
In the model, we can obtain the cluster area concentration for various types of clusters 
along the depth of the sample at different temperatures.  For the selected three points, 
the cluster concentrations come from the integration along the depth at each picked 
point. Fig.5 shows the cluster distribution. 
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From the calculation, the helium-vacancy cluster distribution is shown clearly.  After 
irradiation by He-4, the clusters with vacancy number of 1~7 and helium number of 1~4 
exist inside the sample where He2V and HeV dominate the distribution.   At point II after 
the first helium desorption peak, HeV occupies 75% of the total cluster concentration 
and the number of vacancy and helium in the cluster are 1~9 and 1~7, respectively.  The 
clusters experience some significant changes after the second group of helium release 
peaks.  At the third point, although HeV is still dominating, the size of the He-V clusters 
grow a lot with the helium number to be 24 and vacancy number up to be 18.   
 
The change of the amount of helium-vacancy clusters can be seen clearly in the figure.  
The inclusion of clusters increases first because of the stronger mobility of helium and 
single vacancy, and then decreases due to helium desorption and recombination of 
interstitials and vacancies. 
 
In the Ref.18, more simulating results of the cluster evolution for lower implantation 
fluence and higher implantation fluence are discussed.  However, all of these predictions 
should be verified by transmission electron microscopy and/or positron annihilation 
spectroscopy measurements. 
  
 
 

 
Fig. 5.  Computed cluster distribution for the three selected points: I after irradiation, II at 
300°C, III at 750°C. 
 
 
Positron Annihilation Spectroscopy (PAS) Measurements 
 
The use of positron annihilation spectroscopy for studies of defects in solids is mainly 
based on two facts. The first one is that positron may annihilate with an electron 
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accompanying the emission of two gamma radiation who have the equivalent energy to 
the two particles.  The second fact is that positrons injected into a material will become 
trapped in defects and annihilate there.  By suitable measurements of the emitted 
gamma quanta, it is then possible to obtain useful information about the characteristics 
of those defects that trap positrons [26]. 
 
The positron lifetime measurements were conducted at room temperature on the 
Berkeley positron annihilation spectroscopy facility.  Because the conventional sample-
source-sample sandwich geometry was employed, an identical irradiation was given to 
both of the samples.  The source was made from a 22NaCl solution evaporated onto the 
surface of the samples. 
 
The high purity SC iron samples in the implantation condition of 40keV, 1x1015 He/cm2 

were selected and two interesting points, labeled in Fig.4 are picked to do the annealing 
processes and PAS measurements.  The annealing was performed in an ultra high 
vacuum environment used for THDS measurement, increasing the temperature to the 
set values with a heating rate of 1K/s which is the same with THDS in order to verify the 
cluster evolution mentioned before.  
 
The data were analyzed by resolving two exponentials, which gave a satisfactory fit.  
Fig.6 shows the parameters of the lifetime spectra for the high purity SC iron as 
functions of the annealing temperature.  As can be seen from this figure, the long 
lifetime, τ2, decreases from 231ps to 214ps for the irradiation condition and 300°C 
annealing process; then it increases from 214ps to 278ps for the two annealing 
conditions, 300°C to 750°C.  We can transfer the long lifetimes to the information of 
cluster size by comparing them to the Fig. 3 and Fig. 4 in Ref.27.  The two figures show 
the positron lifetimes in vacancy clusters and helium-vacancy clusters in BCC iron.  In 
our case, the positron lifetime of 231ps after irradiation represents the existence of small 
clusters, while the positron lifetimes in pure vacancy cluster V4 and in helium-vacancy 
cluster HeV6 are around this value of 231ps.  Since it will not only one type of specie, the 
measured positron lifetime is a collective result.  Based on this info, we can justify that 
the small cluster with the helium number up to 4 and vacancy number up to 8 present, 
conservatively.  At the annealing point of 300°C, the lifetime is 213ps corresponding to 
V2 or HeV5 which means that small clusters still dominate and no large helium-vacancy 
cluster show up.  The long lifetime for the condition of annealing at 750°C is 278ps 
aiming at the existence of V10 and/or He2Vm(m>10).  These results perfectly agree with 
our modeling calculations.  For the mean lifetime indicated on the left in Fig.6,  it has a 
decreasing tendency . 
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Fig.6.  Two components analysis of the positron annihilation lifetime spectrum after each 
step of the annealing for the high purity SC irons implanted by He-4 of 40keV, 1x1015 
He/cm2. 
 
 
The other important parameter is the intensity of the long positron lifetime.  The intensity 
corresponds to the density of vacancy clusters.  As shown in Fig.6, the intensity 
increases from 64.3% to 72.2% and then reduces to 39%.  From the initial point to the 
300°C annealing condition, the helium concentration grows because helium and single 
vacancy move fast and combine together to form helium-vacancy clusters with the 
temperature increasing.  At this time, the helium release rate is not comparable to the 
formation of helium-vacancy clusters.  For the 750°C annealing condition, it is located in 
the Group II region just after the major helium desorption.  The retained helium is much 
less than initial condition.  At this high temperature, the mobility of vacancy, helium and 
other small cluster is intense.  The recombination of interstitials and vacancies will also 
induce the reduction of the clusters.  These observations verify our model results in 
another way.  
 
A Tentative Method to Compute the Overall Positron Lifetime  
 
From the model calculations, we can obtain the detailed cluster distribution which can be 
compared to the information brought by the long positron lifetime.  However, is there a 
straightforward way to predict the positron lifetime based on the model results? 
 
Here, a tentative and rough method was conducted to combine the modeled helium-
vacancy cluster distribution and the theoretical positron lifetime.  The theoretical positron 
lifetime for various size of clusters are from the Fig. 3 and Fig. 4 in Ref. 27 directly or by 
interpolation.  When the He-V cluster is big enough (e.g. HemVn , m>24, n>15), we 
assume that the positron lifetime is saturated, at a value of 308ps. 
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Fig.7.  Calculated positron long lifetime for the three selected points. 
 
 
The contribution of different clusters is based on their density fraction of the total cluster 
concentration.  Then the contribution of each cluster shown in the model result is 
multiplied by the related lifetime.  The sum of all of the computed values is considered 
the collective positron long lifetime in the defect region.  
 
Although the method is simple, it can give a much more straightforward view of how the 
long lifetime of positron changes at different annealing stages.  Fig.7 indicates the 
predicted results. As shown in the figure, the long lifetime decreases from 197ps to 
149ps for the two stages of after irradiation and annealing at 300°C; then it goes up from 
140ps to 178ps for the two annealing stages.  The basic tendency of the curve is 
consistent with the experimental results.  The disappointment is that the model 
underestimates the values of the positron lifetime and the increase value from I to II is 
larger than that from II to III, because the model method to calculate lifetime is simple 
and the samples used in the experiments are not ideally pure while some other defects 
exist, such as dislocations, small voids, etc.  Furthermore, we are trying to develop a 
better way to model the measurements. 
 
CONCLUSION  
 
The impurities (carbon) effect on the helium desorption spectra was analyzed in details 
by comparing different batches of samples.  The results show that the implanted helium 
will be released earlier for high purity single crystalline irons without more carbon’s fetter.  
A spatially dependent cluster dynamics model is applied to reproduce the spectra which 
gives a overview of how the binding energies of small clusters and migration energy of 
vacancy change.  The comparison shows that they are smaller for the high purity irons. 
Moreover, positron lifetime measurements are conducted for the high purity specimens 
at a selected implantation condition, of 40keV, 1x1015 He/cm2.  Three points were picked 
up to do the measurement, after irradiation, annealing at 300°C and annealing at 750°C.  
The PAS measurements are compared to the modeled cluster distribution at each stage. 
A good agreement shows up to prove the self-consistency of the model.  Furthermore, a  
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simple method to calculate the positron lifetime for different stages is indicated here and 
not bad results were obtained.  
 
As to the future work, more efforts are necessary to study the impurity effects by both 
experiments and models.  A more advanced model with He-V-C complex should be 
developed.  For the PAS experiment and simulation, additional implantation conditions 
and more reliable modeling method are needed.  Meanwhile, the combination of neutron 
irradiation and helium implantation should be done to push the research toward to the 
more real fusion environment.  
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6.3 CLUSTER DYNAMICS MODELING OF NANO-SCALE DEFECT AGGLOMERATION IN 
THIN MOLYBDENUM FOILS BENCHMARKED BY IN-SITU ION IRRADIATION UNDER 
TEM  Donghua Xu and Brian D. Wirth (Department of Nuclear Engineering, University of 
Tennessee, Knoxville, TN 37996, USA) 

 
 
OBJECTIVE 
 
Irradiation effects on materials are generally initiated by the creation of atomic scale defects and 
their subsequent agglomeration into nano- and larger size clusters.  The objective of this study 
is to enhance the understanding of the defect dynamics in early stage of irradiation in structural 
metals through combined modeling and experiments.  
 
SUMMARY 
 
In a recent coordinated effort, we have studied defect cluster dynamics in nanometer-thick 
molybdenum foils under 1 MeV Krypton ion irradiation at 80°C through both cluster dynamics 
computation and in-situ TEM experiments.  By making direct one-to-one comparisons with 
experimentally observed cluster number density and size distribution as functions of foil 
thickness and irradiation dose and dose rate, significant validation and optimization of the model 
have been conducted in terms of both physical contents (damage production mode, identities of 
mobile defects) and parameterization (diffusivities of mobile defects).  The optimized model 
exhibits excellent agreement with the current set of experiments both qualitatively and 
quantitatively, while further validation of the model and parameterization will continue to be 
pursued in the future with respect to Kr ion irradiation at varied temperatures and neutron 
irradiations on Mo. 
 
PROGRESS AND STATUS 
 
Introduction 
 
In coordination with a recent set of in-situ TEM irradiation experiments we simulated the defect 
dynamics in nanometer-thick molybdenum foils under 1 MeV Krypton ion irradiation at 80°C 
using the cluster dynamics code, PARASPACE (PARAllel SPAtially-dependent Cluster 
Evolution), developed by our group previously.  In this report, the experimental conditions and 
main experimental results will be summarized first, and then detailed model validation and 
optimization through drawing direct comparisons with experiments will be presented.  Both 
physical contents (damage production mode, identities of mobile defects) and parameterization 
(diffusivities of mobile defects) of the model will be examined in detail.  Further, surface effect 
and additional factors that are relevant to the model or the comparison of the model with the 
experiments will be addressed, such as dislocation sinking effect.  
 
Summary of Experiments 
 
In-situ Kr+ ion irradiation was performed at 80°C and 1 MeV ion energy using IVEM-Tandem on 
TEM molybdenum foils thinned to perforation in the center with a peripheral thickness around 
150 nm.  Each foil was irradiated at a fixed ion flux and there were totally three different fluxes, 
1.6x1011, 1.6x1010 and 1.6x109 ions/cm2/s used for all the foils.  The irradiation as well as 
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observation was performed up to a fluence of 1.5x1013 ions/cm2 at the highest flux and 5x1012 
ions/cm2 at the two lower fluxes.  
 
The damage production of 1 MeV Kr+ in Mo was first calculated using SRIM-2008 with a 
displacement energy of 60 eV, assuming a Frenkel-pair production mode, which yielded an 
average production of 1.9 vacancies/ion/Å within the thickness range of the TEM foils.  Then the 
nominal doses and dose rates corresponding to the above fluences and fluxes were evaluated 
based on the following equation: 
 

dose = !"108 " damage-production
N

,             (1) 

 
where Φ is the fluence in ions/cm2, the damage production is in vacancies/ion/Å obtained with 
SRIM, and 
 

 
 
 Figure 1.  A composite of two plane-view dark-field micrographs showing defect structure 
distribution with increasing thickness (from right to left) in Mo in situ irradiated to 5×1012 
ions/cm2 at a flux of 1.6×1011 ions/cm2/s and 80°C with 1 MeV Kr+ ions. 
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 Figure 2.  Areal density of defect clusters as a function of foil thickness and ion fluence in Mo in 
situ irradiated with 1 MeV Kr+ ions at a flux of 1.6×1011 ions/cm2/s at 80°C. Note that the solid 
symbols and the open symbols represent data from two different foils.   
 
 
N is the atomic number density in atoms/cm3.  The nominal dose rates hence calculated are 
5x10-4, 5x10-5, and 5x10-6 dpa/s, and the nominal finish doses are 0.045 dpa at the highest flux 
and 0.015 dpa at the two lower fluxes.  As will be shown later, the assumed Frenkel-pair 
production mode is inadequate to satisfactorily reproduce the key experimental results, and 
intra-cascade cluster production has to be employed in the model in order to achieve good 
agreement with experiments.  Hence, in the following text, ion fluences and fluxes rather than 
the doses and dose rates will be used in the comparisons between model and experiments.  
 
During the in-situ irradiation of each foil at a selected flux, dark field (DF) micrographs 
(illustrated in Fig. 1) were taken at a series of selected fluences to record the defect (bright dots 
on the DF micrographs) evolution dynamics.  Note that the fringes on a micrograph correspond 
to varying thicknesses (increasing from the foil center towards the foil periphery).  From each 
DF micrograph, areal density and size distribution of defect clusters can be determined at 
different foil thicknesses, and overlaying such data from a series of micrographs taken from the 
same foil discloses the dose (fluence) dependence of the cluster evolution.  Figure 2 provides 
such an example, showing the composite plot containing both thickness and fluence (dose) 
dependences of defect areal density for a foil irradiated at a flux of 1.6×1011 ions/cm2/s to a 
fluence of 1.5×1013 ions/cm2.  Further, the dose rate dependence of defect evolution can be 
examined by comparing the above composite plots made for foils irradiated at different ion 
fluxes. 
 
The defects observed are all dislocation loops and their Burgers vectors were analyzed.  
However, the defect character, interstitial- or vacancy-type, has yet to be determined, even 
though there is a reason to believe that the loops are of interstitial type.  
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Model Description    
 
With 1D spatial dependence, the ODE (ordinary differential equation) system describing defect 
evolution changes to a PDE (partial differential equation) system, and the PDEs generally have 
the following generic form: 
 
!Ci

xn

!t
=! " Pi (xn )+ Di

!2Ci
xn

!x2
+GRT +GRE # ART # ARE ,                      (2) 

 
where Ci

xn  refers to the volumetric concentration (in 1/nm3) of the i-th cluster at the depth 
position xn  (in nm), !  is ion flux (in ion/nm2/sec), Pi (xn )  is the production “probability” (in 
1/ion/nm) of the i-th cluster by irradiation that is obtained through SRIM (combined with MD if 
not only Frenkel pairs are produced), Di  is the diffusivity of the i-th cluster, GRT  is the rate of 
generation of the i-th cluster by trapping reactions ( A + B! i ) among other clusters, GRE  is 
the rate of generation of the i-th cluster by emission processes (C! i + B ) of other clusters, 
ART  is the rate of annihilation of the i-th cluster by its trapping reaction with other clusters 
( i + B!C ), and ARE  is the rate of annihilation of the i-th cluster by its own emission process 
( i! A + B ).  The trapping (forward) and emission (backward) reaction constants are 
determined as follows (for a sample reaction A + B!C ):  
 
k+ = 4! rA + rB( )! DA + DB( ) ,                                       (3) 
and, 

k! = k+C0 exp ! Eb

kBT
"
#$

%
&'

,                                               (4) 

 
where rA  and rB  are the trapping radii of clusters A  and B  typically taken as equivalent to the 
geometric radii of the clusters in the classical rate theory, DA  and DB  are the diffusivities, C0  is 
the atomic number density of the matrix (here molybdenum) in 1/nm3, and Eb  is the binding 
energy of a single point defect to the cluster C  (either A  or B  is a point defect or they both 
are).  For trapping reactions among interstitials and/or interstitial clusters/loops k+  and k!  are 
both scaled by a bias factor of 1.2.  The diffusivity of a defect/cluster depends on the 
temperature according to Arrhenius law, i.e., 
 

D = D0 exp ! Em

kBT
"
#$

%
&'

                   (5) 

 
where D0  is a prefactor and Em  is the migration energy.  The monomer binding energy Eb  is 
defined by the reduction in the summed formation energy (enthalpy, Ef ) after binding occurs, 
for example, Eb

I10 = Ef
I + Ef

I9 ! Ef
I10 . From Eqs. 2-5 it is evident that the diffusivities of various 

clusters, as determined by D0  and Em , play a very important role in the cluster evolution by 
affecting the trapping and emission kinetics within a certain depth grid as well as the diffusion 
kinetics across neighboring grids.  The binding energies represent thermal stability of the 
clusters and determine (in combination with diffusivities) their emission rates, and their role in 
cluster evolution is limited at low temperature such as in the current study but may become 
significant at relatively high temperatures.  
 
Initially, thermal equilibrium concentrations are set for point defects, i.e., single interstitial and 
single vacancy, and the concentrations of all other defects/clusters are set to zero at all depth 
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grids.  Note that values of 3 eV and 7 eV were used for the formation energy of single vacancy 
and single interstitial in Mo, respectively, similar to those reported from experiments and/or ab 
initio calculations.  These Ef  values correspond to extremely small thermal equilibrium 
concentrations of point defects. During the entire PDE solving and time integration process, the 
concentrations of all defects/clusters except the point defects are maintained at zero on the two 
surfaces of the foil whereas the point defects are maintained at their thermal equilibrium on the 
surfaces.  With this boundary condition, the foil surfaces are treated explicitly as black sinks and 
thus the surface sinking effect is directly accounted for without having to use empirical 
formulations.  
 
RESULTS 
 
In this section, model calculations based on different assumptions with respect to damage 
production mode (Frenkel pair mode or intracascade cluster production mode) and mobile 
clusters (number of mobile clusters and their mobilities) will be compared against each other 
and directly against experiments.  It will be shown that the simple model assumptions lead to 
large deviation from experiments unless abnormal parameter values are used, whereas more 
sophisticated model assumptions are able to produce excellent agreement with key 
experimental results after reasonable small amount of parameter optimization.  
 
Numerous previous studies, both computational and experimental, have suggested interstitial 
clusters ( In ) exist in the form of two-dimensional loops in irradiated BCC metals.  Hence their 
sizes are determined as: 
 

d = 2r = 2 ! nVa
!b

"
#$

%
&'
1/2

,                                     (6) 

 
where d  is the diameter, r  is the radius, Va  is the atomic volume of Mo, and b  is the Burgers 
vector length. The present experiments revealed two types of loops with Burgers vectors 
1/2<111> and <100>, constituting an average of 77% and 23% of the total loop population, 
respectively.  In the current modeling, we do not distinguish the two types of loops, and the 
Burgers vector length of 1/2<111> is used for all In  clusters.  Note that the diameter values 
corresponding to the two different Burgers vectors for a given n  only differ by a factor of 1.07.  
 
Vacancy clusters (Vn ) have been frequently observed in previous studies as three-dimensional 
voids in BCC metals, in which case their sizes are determined as: 
 

d = 2r = 2 ! 3nVa
4!

"
#$

%
&'
1/3

.                                         (7) 

 
 
Frenkel Pair Production Mode and Only Single Interstitial & Single Vacancy Mobile 
 
Frenkel pair production is a simple damage mode in which equal numbers of single interstitials 
and single vacancies are produced by irradiation.  While it is often considered a good depiction 
of electron irradiations, it may not be sufficient to fully describe ion irradiations, particularly when 
high-energy ions are involved. In this subsection and the next we first explore the possibility of 
reproducing the experiments with this simple production mode.  
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Resistivity recovery experiments have been performed previously to determine the migration 
energies of single interstitials and single vacancies in Mo. Interstitial migration energy Em

I
 was 

reported to be 0.083 eV based on a 2nd order rate equation fit to the recovery stage at 33~39 K, 
and values ranging from 1.35 to 1.89 eV were reported for vacancy migration energy Em

V
 based 

on the slope change in the recovery stage at 520 K with an assumed sink density. These values 
provide at least a good estimate, although their accuracy may be worthy of more experimental 
verification, particularly the vacancy migration energy which may depend on material purity and 
the assumptions used to analyze the recovery data at 520 K where various vacancy and 
interstitial clusters may co-exist.  
 

 
 Figure 3. Model calculated volumetric density/concentration of all defect clusters plotted versus 
cluster c omposition and depth at the fluence of 5×1012 ions/cm2 for a 105 nm thick foil assuming 
Frenkel pair production mode with only single interstitial (Em

I = 0.1  eV) and single vacancy (
Em
V =1.3  eV) being mobile at a flux of 1.6×1011 ions/cm2/s.  

 
 
We started our model calculation with Em

I = 0.1  eV and Em
V =1.3  eV and focused on a 105 nm 

thick foil and an ion flux of 1.6×1011 ions/cm2/s.  Figure 3 illustrates the direct output of all the 
model calculations in this study, i.e., the volumetric density/concentration of all defect clusters at 
all depth grids and all doses/fluences.  From Fig. 3 it can be seen that interstitials undergo 
significant clustering while the vacancies do not.  This is because the interstitials are highly 
mobile but the vacancies are essentially immobile at 80°C, and this is consistently observed in 
the present study as long as a value above ~0.9 eV is used for Em

V .  The output from the model 
can be easily analyzed to extract the quantities that are measurable/observable in the 
experiments so that direct comparisons can be drawn between the model and the experiments.  
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It is important to note that not all the defects in the model, but only those with a diameter 
exceeding the TEM resolution limit, can be observed in experiments.  The resolution limit in 
such TEM experiments varies slightly with material conditions as well as TEM operating 
conditions (e.g., plane-view vs. 3D tomography), in the range of 1.3~1.5 nm in the present 
study.  
 
The areal density of observable interstitial loops obtained by applying a resolution limit of 1.5 nm 
to the model results for the 105 nm thick foil with Em

I = 0.1  eV and Em
V =1.3  eV is plotted versus 

nominal dose in Fig. 4 (a).  The density increases linearly until the fluence of 3×1011 ions/cm2 
after which it shows a tendency to saturate while slowly increasing.  By the fluence of 5×1012 

ions/cm2 the modeled areal density reaches ~8×10-7 /nm2.  There was no experimental data for 
the 105 nm foil thickness at the same flux.  However, the projection from the experimental data 
for other foil thicknesses at the fluence of  5×1012 ions/cm2  (see Fig. 2) indicates an areal 
density of a few times 10-3  /nm2  for a 105 nm thick foil, which is higher than the model 
prediction by four orders of magnitude.  The size distribution of observable interstitial loops at 
the fluence of 5×1012 ions/cm2 analyzed from this set of model results using the same resolution 
limit of 1.5 nm is shown in Fig. 5 (a).  The modeled distribution shows a peak in the 8~8.5 nm 
size interval. In the experiments, nevertheless, the vast majority of observed loops have sizes 
less than 4 nm at the same nominal dose and same ion flux for foil thicknesses from 24 nm to 
80 nm, and the size distribution shows only slight dependence on the foil thickness.  It is thus 
clear that the model, with the assumed production mode and migration energies, over-predicts 
the growth of the loops.  The under-prediction of loop density and over-prediction of loop growth 
both seem to suggest that the assumed mobility of interstitials is too high, since higher mobility 
is expected to enhance all the kinetic processes, including recombination with virtually immobile 
vacancies, diffusing and sinking to surfaces, and clustering with other interstitials.  Thus, one is 
tempted to think that it is possible to resolve the large discrepancy between the model and the 
experiments by increasing Em

I
 without changing the assumed Frenkel pair production mode.  

 
 Figure 4.  Model-predicted areal density of observable defect clusters (diameter no less than 1.5 nm) as a 
function of dose for a 105 nm thick foil assuming Frenkel pair production mode with only single interstitial 
(Em

I = 0.1,  0.3,  0.4, 0.5  eV) and single vacancy (Em
V =1.3  eV) mobile at a flux of 1.6×1011 ions/cm2/s.  
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 Figure 5. Model-predicted size distribution of observable defect clusters (diameter no less than 
1.5 nm) at the fluence of 5×1012 ions/cm2 for a 105 nm thick foil assuming Frenkel pair 
production mode with only single interstitial ( Em

I = 0.1,  0.3,  0.4, 0.5  eV) and single vacancy (
Em
V =1.3  eV) mobile at a flux of 1.6×1011 ions/cm2/s.  

 
Indeed, as shown in Fig. 4 (b-d), when Em

I
 is increased from 0.1 eV to 0.3, 0.4 and 0.5 eV, the 

model-predicted areal density of observable loops increases by orders of magnitude. With 
Em

I = 0.4  eV, the model predicts an areal density on the same order of magnitude as observed 
in the experiments, and with Em

I = 0.5  eV the model predicts an areal density even higher than 
observed in the experiments by one order of magnitude.  Meanwhile, the model-predicted size 
distribution also shifts to smaller loop sizes with increasing Em

I , and, in particular, with Em
I = 0.5  eV the model-predicted sizes fall very close to the sizes observed in the experiments.  However, 

the 0.4 or 0.5 eV migration energy of interstitials that has to be used in order to bring the model 
close to the experiments is apparently too high to be realistic, given that a recovery stage 
occurs at 33~39 K in Mo following electron irradiation.  Therefore, it can be concluded that 
either the assumption of Frenkel pair production or the assumption of only single interstitial and 
single vacancy being mobile is incorrect.  
 
Frenkel Pair Production Mode and All Interstitial Loops Mobile 
 
It has been consistently seen in many MD simulations that interstitial loops containing a few to 
several hundreds of single interstitials in BCC metals are highly mobile with nearly size-
independent migration energies close to or even lower than the single interstitial migration 
energy Em

I .  In BCC iron, for example, MD simulations performed by Marian et al. disclosed a 
migration energy of In that initially decreases but quickly stabilizes with increasing n, following an 
expression of Em (n) = 0.06 + 0.07n

!1.3  (eV), and diffusivity pre-factors expressed as 
D0 (n) = 8.98!10

11n"0.61  (nm2/sec).  Quite differently, however, ab initio calculations in BCC iron 
performed by Fu and Willaime revealed increasing migration energies from single interstitial to 
di-interstitial cluster, and the ab initio values, 0.34 and 0.42 eV, are very close to the Em

I  
determined in earlier resistivity recovery studies in iron.  The mobilities of other interstitial 
clusters containing three or more interstitials were not examined in the ab initio calculations 
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unfortunately.  More recently, in a TEM experimental study Arakawa et al. observed and 
analyzed the motion of interstitial loops in BCC iron containing thousands of single interstitials, 
and reported a size-independent migration energy of 1.3 eV for all the observed loops and pre-
factors in the form D0 (n) = (2.3± 0.3)!10

15n"(0.80±0.02)  (nm2/sec).  Arakawa et al. explained this 
large migration energy value as the result of combined kink formation and impurity dragging 
mechanisms, and argued that by assuming typical values of impurity migration energies the 
migration energy of “naked” loops could be deduced to be ~0.4 eV, which is close to the values 
determined for I and I2 in ab initio calculations and for I in resistivity recovery experiments.  
 
In Mo, there have not been such intensive studies on the mobilities of interstitial clusters/loops. 
However, considering the structural similarity of Mo and BCC iron, it is not unlikely that 
interstitial clusters/loops in Mo also have mobilities, and that their mobilities, particularly for large 
clusters, are also subject to impurity dragging effect.  It is thus interesting to examine how the 
model results presented in the last subsection may be modified by the cluster/loop mobilities. 
Table 1 lists the first set of mobility data we chose on an empirical basis for interstitial 
clusters/loops in Mo by considering the various studies in BCC iron mentioned above.  In this 
set, loops containing more than 7 interstitials are assigned a constant migration energy of 1 eV 
and pre-factors with a power-law size dependence, whereas the migration energies and pre- 
factors of small clusters/loops are assigned in a way that gradually connects the single 
interstitial migration energy and pre-factor to those of large loops In>7.  
 
Fig. 6 (a) and Fig. 7 (a) show the effects of the cluster/loop mobilities, with values listed in Table 
1, on the areal density and size distribution, respectively, of observable loops for the 105 nm 
thick foil at the flux of 1.6×1011 ions/cm2/s with Em

I = 0.4  eV and Em
V =1.3  eV. By including the 

cluster/loop mobilities, the areal density saturates faster, at lower doses/fluences, than in the 
previous case where only single interstitial and single vacancy were considered mobile, and the 
new saturation value is lower than the previous value by almost three orders of magnitude.  The 
sizes of the most populous loops shift from the bin at 4.5~5.0 nm to the bin at 8.5~9.0 nm, 
indicating significantly enhanced loop growth.  Fig. 6 (b) and Fig. 7 (b) show similar effects of 
the cluster/loop mobilities with Em

I = 0.5  eV.  Although the effects in this case appear not so 
dramatic as in the case with Em

I = 0.4  eV due to the fact that the different value of Em
I  leads to 

different migration energies of small clusters I2~I7 in the initial mobility set as shown in Table 1, 
the over one order of magnitude reduction in the saturation areal density by cluster/loop mobility 
is still significant. 
 
 
Table 1. Initial set of interstitial cluster/loop mobility data 

 In>7 I7 I6 I5 I4 I3 I2 I 

D0 
(nm2/sec) 

1012 × n-

0.7  1012/7  1012/6  1012/5  1012/4  1012/3  1012/2  1012  

Em 
(eV) 1  Em

I

+0.5  
Em

I
 

+0.35  
Em

I
 

+0.15  
Em

I
 

-0.05  
Em

I
 

-0.05  
Em

I

+0.05  
Em

I
 

(varied) 
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 Figure 6.  Comparison, for Em

I = 0.4,  0.5  eV, of areal density of observable loops (diameter no 
less than 1.5 nm) predicted by two sets of model calculations for a 105 nm thick foil at a flux of 
1.6×1011 ions/cm2/s, both assuming Frenkel pair production mode, but one set considering only 
single interstitial and single vacancy mobile and the other considering all interstitial 
clusters/loops (with mobilities listed in Table 1) and single vacancy mobile. 
 

 
 Figure 7.  Comparison, for Em

I = 0.4,  0.5  eV, of size distribution of observable loops (diameter 
no less than 1.5 nm) predicted by two sets of model calculations for a 105 nm thick foil at the 
fluence of 5×1012 ions/cm2 with a flux of 1.6×1011 ions/cm2/s, both assuming Frenkel pair 
production mode, but one set considering only single interstitial and single vacancy mobile and 
the other considering all interstitial clusters/loops (with mobilities listed in Table 1) and single 
vacancy mobile. 
 
These effects of including cluster/loop mobilities can be understood in the same way as the 
effects of lowering Em

I  in the previous subsection.  A case where only single interstitial and 
single vacancy are considered to be mobile, as in the previous subsection, is equivalent to a 
case in which the clusters/loops are mobile but with virtually zero mobilities (due to too high 
migration energies to be thermally activated, for example).  From zero to the values listed in 
Table 1, the mobilities of interstitial clusters/loops are significantly enhanced, which leads to 
more severe loss of observable loops through capturing vacancies and thus shrinking, and 
diffusing and sinking to surfaces, while they form larger clusters by capturing single interstitials 
and other interstitial clusters/loops at a faster pace.  Evidently, including the cluster/loop 
mobilities, regardless of their values chosen to use, can only aggravate rather than resolve the 
problem of under-predicting the areal density and over-predicting the loop sizes of the model 
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based on Frenkel pair production assumption with reasonable migration energies of single 
interstitial and single vacancy.  
 
Intra-cascade Cluster Production Mode and All Interstitial Loops Mobile 
 
SRIM analysis shows that ~30% of all the PKAs induced by 1 MeV Kr+ in Mo possess kinetic 
energies above 1 keV.  Previous MD simulations on cascades in BCC metals showed that PKAs 
with a few keV or more kinetic energy can directly produce small interstitial and vacancy 
clusters rather than Frenkel pairs.  There have unfortunately not been such MD studies in Mo, 
hence in this study we used the intra-cascade cluster production probabilities from MD 
simulations in BCC iron by Stoller et al. as a first order approximation for Mo with recognition 
that the true values in Mo may be somewhat different.  Introducing the intra-cascade cluster 
production probabilities to the cases discussed earlier with the same initial set of cluster/loop 
mobilities as listed in Table 1 resulted in such dramatic increase in the areal density of 
observable loops and reduction in the cluster sizes that the previous under-prediction of density 
and over-prediction of size were excessively corrected, even when a low migration energy of 0.1 
eV was used for single interstitial.  This suggested that the small clusters being produced by 
cascades might have higher mobilities than those listed in Table 1.  Therefore, optimization of 
the mobility parameters was carried out.  Table 2 lists the currently achieved set of mobilities 
that have produced excellent agreement of the model with the key experimental results as to be 
shown in the following.  
 
Figures 8-10 compare the areal densities of observable loops obtained in the in-situ 
experiments with those predicted by the model with intra-cascade cluster production and the 
optimized mobilities of clusters/loops, in foils of various thicknesses irradiated to various 
fluences at three ion fluxes, 1.6×1011 (Fig. 8), 1.6×1010 (Fig. 9) and 1.6×109 (Fig. 10) ions/cm2/s. 
Note that these density comparisons are made on the linear scale rather than the logarithmic 
scale typically used in rate theory modeling.  For such close and detailed comparisons, a more 
realistic resolution limit of 1.3 nm that is slightly lower than the 1.5 nm in the previous 
subsections was used based on the consideration that the TEM image contrast of a dislocation 
loop produced by the strain field is always slightly larger than the actual loop size.  Further, in 
the TEM experiments, for a given imaging condition (reflection vector) there were always loops 
with observable sizes falling out of contrast because of the g⋅b = 0 extinction rule.  Based on the 
detailed Burgers vector analysis, the difference between the resolved areal densities using the 
fixed g=110 (for all dark field images) and the actual areal densities was estimated to be a factor 
of 1.9.  Therefore, to compare with experimental densities, the model-predicted densities were 
reduced by the factor of 1.9. 
 
As can be seen in Figs. 8-10, the experiments and the optimized model show the same 
qualitative trends of the areal density with respect to varying ion fluence, foil thickness and ion 
flux.  Specifically, they both show that the areal density of observable loops increases with 
increasing ion fluence and foil thickness, that for a fixed foil thickness the areal density tends to 
saturate as fluence increases, and that for a fixed foil thickness at a given ion fluence the areal 
density of observable loops is lower when a lower ion flux is used for irradiation.  
 
Figure 8 (a) includes experimental data from two different foils irradiated at the same flux of 
1.6×1011 ions/cm2/s. The data from the two foils at a common fluence of 5×1012 ions/cm2 
indicate the statistical error/scattering in the experimental results.  In view of this scattering and 
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the linear scale of the comparisons, the model predicted areal densities as displayed in Figs. 8-
10 can be regarded in excellent quantitative agreement with the experimental measurements.  
 
Table 2. Optimized mobility set for interstitial clusters/loops and single vacancy. 

 In>20 I11~20 I1~10 V 

D0 (nm2/sec) 2×1011n-0.7  2×1011/n  2×1011 

Em (eV) 1.1   Linear-space (0.1 to 0.8) 0.1 0.9 

 
 Figure 8.  Experimental (a) and model-predicted (b) areal densities of observable loops 
(diameter no less than 1.3 nm) in foils of various thicknesses irradiated at the ion flux of 
1.6×1011 ions/cm2/s to various fluences.  The model adopted intra-cascade cluster damage 
production mode and interstitial clusters/loops mobilities listed in Table 2.  
 

 
 Figure 9.  Experimental (a) and model-predicted (b) areal densities of observable loops 
(diameter no less than 1.3 nm) in foils of various thicknesses irradiated at the ion flux of 
1.6×1010 ions/cm2/s to various fluences.  The model adopted intra-cascade cluster damage 
production mode and interstitial clusters/loops mobilities listed in Table 2.  
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 Figure 10.  Experimental (a) and model-predicted (b) areal densities of observable loops 
(diameter no less than 1.3 nm) in foils of various thicknesses irradiated at the ion flux of 1.6×109 
ions/cm2/s to various fluences.  The model adopted intra-cascade cluster damage production 
mode and interstitial clusters/loops mobilities listed in Table 2. 
 

 
 Figure 11.  Experimental (a) and model-predicted (b) size distributions of observable loops 
(diameter no less than 1.3 nm) in foils of various thicknesses irradiated at the ion flux of 
1.6×1011 ions/cm2/s to the fluence of 5×1012 ions/cm2.  The model adopted intra-cascade cluster 
damage production mode and interstitial clusters/loops mobilities listed in Table 2. 
 
Further, the size distributions of observable loops obtained in the experiments are compared 
with those predicted by the optimized model in Figure 11 for foils of three thicknesses, 24, 48, 
72 nm, irradiated at the ion flux of 1.6×1011 ions/cm2/s to the fluence of 5×1012 ions/cm2.  The 
model size distributions were obtained with a resolution limit of 1.3 nm, same as for the areal 
densities in the above.  Despite some evident statistical scattering in the experimental size 
distributions, both the experiments and the model indicate that the size distribution broadens 
towards larger sizes as the foil thickness increases.  
 
CONCLUSIONS 
 
Nano-scale defect cluster dynamics in thin molybdenum foils under 1 MeV Krypton ion 
irradiation at 80°C was studied through both in-situ TEM irradiation experiments and 
coordinated cluster dynamics modeling.  The in-situ TEM experiments have provided excellent 
references for comparing and validating different model assumptions (damage production 
mode, number of mobile defects/clusters) and for optimizing key kinetic parameters (defect 
mobilities). The main conclusions of the modeling are:  Simple Frenkel pair damage mode with 
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the assumption of only single interstitial and single vacancy being mobile is unable to account 
for key experimental observations, namely, defect areal density and size distribution, without 
introducing unrealistic mobility of single interstitials that significantly contradicts previous 
resistivity recovery experiments.   
 
Introducing the mobilities of interstitial clusters/loops to the model based on simple Frenkel pair 
damage mode enlarges the discrepancy between the model and the experiments, regardless of 
the values chosen for the cluster/loop mobilities.  
 
The model based on intra-cascade cluster production mode, with reasonable parameter 
optimization, generates excellent agreement with the experiments, both qualitatively and 
quantitatively, in terms of defect density and size distribution and their dose (fluence), dose rate 
(flux), and foil thickness dependencies. 
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8.1  Design of the Low Temperature DCT Experiment      M. A. Sokolov, J. McDuffee,  
D. Heatherly, (Oak Ridge National Laboratory) 

 
 
OBJECTIVE 
 
The low-temperature DCT experiment will provide F82H fracture toughness data in the high 
irradiation hardening regime.  These data will be compared to data on specimens with other 
geometries, to calibrate effect of specimen size and geometry on fracture toughness parameters 
in material with a high level of irradiation hardening. 

SUMMARY 
An experiment has been designed, fabricated and assembled to irradiate disk compact tension 
(DCT) specimens of F82H in the flux trap of the High Flux Isotope Reactor (HFIR).   Twelve 
DCT specimens with an outer diameter of 12.5 mm are exposed directly to HFIR coolant flow.   
The specimens are separated by perforated spacers to ensure cooling flow to the upper and 
lower surfaces of the specimens.   Another experiment will use a perforated capsule to irradiate 
bend bar and tensile specimens to supplement this irradiation experiment, and provide the other 
specimen geometries for comparison with the DCT specimen data. 

PROGRESS AND STATUS 

Introduction 
 
The fracture toughness response to high dose irradiation is a key factor in selecting ferritic-
martensitic steel for fusion application.   A large number of 3-point bend and DC(T) specimens 
of F82H RAFM steel were irradiated at 250-500oC in capsules RB11, RB12, JP26 and JP-27 to 
doses from 3.5 to 22 dpa.  These specimens were tested in the hot cell and results are 
summarized in [1].  These irradiation studies rely on the ability of small specimens to adequately 
measure irradiation-induced shift in transition fracture toughness.  Disk-shaped specimens with 
diameter 12.5 mm remain the largest fracture toughness specimen that can be irradiated in 
HFIR experiments.  In capsules RB11 and RB12, both DC(T) and bend bars were irradiated up 
to 5 dpa.  Results of these experiments indicated that for irradiation up to 5 dpa, shifts of 
transition fracture toughness temperature, To, are comparable for the two specimen types [1].  
However, as goals and interests of the program evolve toward high-dose irradiation, the  
irradiation experiments are shifting to use of target capsules like JP26 and JP27 and rabbit 
capsules.  Current target and rabbit capsule designs cannot accommodate DC(T) specimens. 
Thus, we have to rely on use of small 3-point bend specimens for post-irradiation fracture 
toughness measurement.  Because of their small size, data from these specimens are 
evaluated using statistical, weakest-link, based size adjustments as well as constraint based 
adjustments.  The statistical size adjustment is derived from the Weibul distribution function 
based on crack length and the widely used Master Curve methodology.  The constraint 
corrections are volume based adjustments.  The most commonly applied constraint adjustment 
for F82H data is the model developed by UCSB.  However, the latest development of the UCSB 
model raises concerns about the validity of applying the constraint adjustment to materials with 
a high degree of hardening caused by irradiation [2].  That may make the small 3-point bend 
fracture toughness specimens unusable in high doses experiments.   
 
The goal of this and the companion experiment is to irradiate large DC(T) and small 3-point 
bend specimens for one cycle (~1.6 dpa) at HFIR coolant temperature.  This low-temperature 
irradiation will insure a high degree of hardening even at relatively low dose thus providing 
experimental data on the validity of using small bend bars to measure the fracture toughness 
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shift as large specimens after high irradiation-induced hardening.  The data can be used for any 
needed potential tuning of the UCSB constraint model.           
 
Specimen Design and Preparation 
 
Figure 1 shows the DCT specimen design.  The specimen has an outer diameter of 12.5 mm 
(0.492 in) and a 4.62 mm thickness (0.182 in).  Fracture toughness and tensile specimens were 
machined out of broken halves of previously tested 1T C(T) specimens.  Figure 2 provides the 
schematic layout of specimens that were machined for this and the companion experiment. 
 
 

  
 

Figure 1.  DCT specimen design. 
 

 
 

Figure 2.  Cutting diagram for fabrication of bend bars, DCT and tensile specimens. 
(Dimensions in inches) 

12 disk compact specimens will fabricated from 
each compact block provided.  16 bend bars will be 
fabricated from each block provided.  15 SS-J3 
tensile specimen will be fabricated from each 
block. (2 blocks provided)

Specimens are to be machined from the center of 
the block in the orientation shown.

See attached drawing NMST-060810 for bend bars 
and NMST-090804-1 for disk compact fabrication 
details.

Drawing number: NMST-071210
Drawn by: Eric Manneschmidt

1

2.5
1

Fracture surface

Cutting diagram for fabrication of bend 
bars, DCT and tensile specimens

from a 1T Compact Specimen Half

CL

Bend bar centering

0.205

Disk compact centering

LC

Tensile centering
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Design Drawings 
 
Table 1 lists design drawings and titles that were developed for the DCT experiment.  The 
experiment consists of a stack of 12 DCT specimens with perforated spacers located between 
each specimen.   Figure 3 shows the inner assembly in the specimen region. 
 
 

Table 1. Low-temperature DCT experiment design drawings. 
 
Drawing No. Title 
X3E020977A575 SHROUDED TARGET CAPSULE SHROUD TUBE 
X3E020977A578 12-DCT LOW TEMPERATURE TARGET CAPSULE 
X3E020977A579 12-DCT LOW TEMPERATURE TARGET CAPSULE DCT TOP CAP 
X3E020977A580 12-DCT LOW TEMPERATURE TARGET CAPSULE DCT GUIDE PIN 
X3E020977A581 12-DCT LOW TEMPERATURE TARGET CAPSULE SPECIMEN 

ASSEMBLY 
 

 

 
 

Figure 3.  Specimen layout for the DCT experiment. 
 
As shown in Figure 4, there are two types of spacers used in the experiment.  The purpose of 
the primary spacer (right) is to ensure coolant flow to the upper and lower surfaces of the DCT 
specimens.  The secondary spacer (left) has the added function of centering the assembly 
inside the coolant channel. 
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Figure 4.  Specimen spacers for the DCT experiment. 

 
 
The assembly is held together by two stainless steel rods that protrude through the matching 
holes in the DCT specimens and spacers.  The connecting rod is sealed to retainers on either 
end of the specimen stack, and the inner assembly is then pinned to the upper and lower top 
cap and guide pin.  The entire assembly is located inside a shroud tube, which directs coolant 
flow into the experiment region.  Figure 5 demonstrates a partial assembly with just the retainers 
and connecting rods.  Figure 6 shows a similar assembly with the first spacer and specimen 
installed.   Figure 7 shows the entire completed target assembly. 
 
 

 
 

Figure 5.   Partial assembly of the retainers and connecting rods. 
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Figure 6.  Partial assembly showing the first spacer and specimen. 
 
 

 
 

Figure 7.  Completed target assembly before loading into shroud tube. 
 
 
Materials of Construction 
 
The top cap, guide pin, spacers, and outer shroud are fabricated from aluminum alloy Al6061.   
Specimens are all F82H or variations of this steel alloy.  The end retainers and guide pins are 
fabricated from 304L stainless steel. 
 
Irradiation Environment 
 
The reactor core, illustrated in Figure 8, consists of two concentric annular fuel regions, each 
approximately 61 cm in height.  The flux trap is ~12.7 cm in diameter and is located inside the 
inner fuel annulus.   
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Figure 8.  Cross section through HFIR illustrating the primary experimental sites in the 
reactor as a whole (left) and in the flux trap (right). 
 
 
The DCT experiment will be located in one of the outer ring positions in the flux trap.  Table 2 
summarizes the neutron flux characteristics at these locations [3].  The fast fluence is based on 
a typical 24 day cycle and 7 cycles per year. 
 
 
Table 2. Neutron Flux Characteristics of the Outer Ring Flux Trap Position 
 

Parameter Outer Ring Flux Trap (Greenwood, June 30, 
1999) 

Fast flux (1014 n/cm²·sec) [E > 1 MeV] 5.5 
Fast flux (1014 n/cm²·sec) [E > 0.1 MeV] 10.8 
Thermal flux (1014 n/cm²·sec) [E < 0.5 eV] 20.2 
Fast fluence/cycle (1021 n/cm²) [E > 0.1 
MeV] 

2.24 

Fast fluence/year (1021 n/cm²) [E > 0.1 
MeV] 

15.7 

Axial peaking factor profile1 1 – 1.06·10-3·z² 
dpa/cycle (iron) 1.6 
1 peaking factor is the ratio of the local flux at a distance z from the reactor midplane (in cm) to the flux at the reactor midplane 

 
 
The design places the 12 DCT specimens in an 8.8 cm region centered at the HFIR midplane.   
Using the profile from Table 2 gives a peaking factor of 1 – 1.06·10-3·(4.4)² = 0.98.  Therefore, 
all specimens in this experiment should receive a relatively constant 1.6 dpa/cycle. 
 
CONCLUSIONS 
 
An experiment has been designed, fabricated and assembled to irradiate DCT specimens of 
F82H in the flux trap of the HFIR.   There are 12 DCT specimens with an outer diameter of 12.5 
mm that are exposed directly to HFIR coolant flow.  The specimens are separated by perforated 
spacers to ensure cooling flow on the upper and lower surfaces of the specimens. 
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8.2 Reseach Plan and Status of High-Dose Rabbit irradiation Experiment for Silicon 
Carbide Composites  T. Nozawa, K. Ozawa, H. Tanigawa (Japan Atomic Energy 
Agency), Y. Katoh,  L. L. Snead, and R. E. Stoller (Oak Ridge National Laboratory) 

 
 
OBJECTIVE 
 
This report provides a brief summary of research plan and present status of the high-dose rabbit 
irradiation campaign for silicon carbide composites under the JAEA-DOE collaboration on fusion 
reactor materials. 
 
SUMMARY 
 
In order to examine the high-dose and high-temperature neutron irradiation effects on (1) 
mechanical properties of SiC, SiC/SiC composites and the fiber/matrix (F/M) interface, and (2) 
microstructural change of pyrolytic carbon (PyC) as the F/M interphase, new HFIR irradiation 
experiments were planned.  Two types of rabbit capsules were designed: (1) composites’ 
compact flexure rabbits for macro-strength evaluation and (2) mini-composites’ rabbits for the 
F/M interfacial evaluation. 
 
PROGRESS AND STATUS 
 
Introduction 
 
SiC/SiC composites are candidates for the advanced blanket system of a fusion DEMO reactor 
due to the excellent thermo-mechanical and physical/chemical properties [1-3].  Since these 
composite’s functionalities are readily affected by the F/M interfacial properties, the irradiation 
stability of the interface needs to be proven for the practical design of the DEMO components. 
Specifically, understanding the correlation between the strength and microstructure is useful.  
The key issue is, therefore, to identify the dose-dependent strength of the F/M interface coupled 
with summarizing the irradiation-induced microstructural changes of SiC and PyC as a combined 
form of the F/M interface.  High-dose irradiation effects data are lacking and specifically 
needed. Identifying the micro- and macro-strength interaction is another issue to be solved. 
 
The effect of neutron irradiation on the F/M interfacial strength was evaluated by adopting the 
modified shear-lag model, which gives an interfacial debond shear strength and an interfacial 
friction stress [4-7].  Up to 10 dpa, they were revealed to slightly decrease by irradiation [4, 5].  
The probable explanation for such changes is a decreasing surface roughness produced by the 
irradiation-enhanced change of the cracking path at the F/M interface from inside the PyC 
interphase to the fiber surface, although this is still uncertain because of the scarce of data of the 
irradiation-induced morphology change of the PyC interface.  In contrast, at higher doses up to 
40 dpa, there was no significant degradation of the bend strength, implying no potential 
degradation of the F/M interfacial strength [6].  Recent work by the authors has shown good 
irradiation tolerance of the interface up to 40 dpa for certain conditions [7].  This is somewhat 
surprising since it has been believed that carbon materials are generally unstable at higher dose 
irradiation.  Therefore, the key mechanism of the good irradiation stability is still unsolved and 
needs to be identified by further experiments. 
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DETAILS OF THE TECHNICAL PLAN  
 
Irradiation Matrix 
 
The primary scope of this irradiation campaign is to examine the effects of neutron irradiation at 
high temperatures (~1000 ºC) and high-doses (~100 dpa).  Specifically, the following two 
domains are to be evaluated: (1) mechanical properties of both monolithic 
chemical-vapor-deposited (CVD) SiC and “nuclear-grade” SiC/SiC composites and 
micromechanical properties of the F/M interface and (2) nano-structural change of the F/M 
interface, for materials such as PyC.  This program includes 8 rabbits containing compact 
composite flexure specimens (hereafter JCR-CF) and 4 rabbits containing mini-composite 
specimens (hereafter JCR-MC). Table 1 shows the irradiation matrix including the specimen 
types to be irradiated. 
 

Table 1 – Summary of irradiation conditions planned in high-dose rabbit experiments. 
 

Rabbit ID Configuration 
Type 

Target 
Temperature [ºC] 

Target Dose 
[x1025 n/m2 fast] Materials 

JCR11-01 JCR-CF 950±50 10 

· Composites for flexure 
· SiC for thermometry 

JCR11-02 JCR-CF 950±50 10 
JCR11-03 JCR-CF 950±50 30 
JCR11-04 JCR-CF 950±50 30 
JCR11-05 JCR-CF 950±50 50 
JCR11-06 JCR-CF 950±50 50 
JCR11-07 JCR-CF 950±50 100 
JCR11-08 JCR-CF 950±50 100 
JCR11-09 JCR-MC 950±50 4 · Mini-composites for 

the F/M interfacial 
tests 
· SiC for equi-biaxial 
flexure and 
thermometry 

JCR11-10 JCR-MC 950±50 10 
JCR11-11 JCR-MC 950±50 30 
JCR11-12 JCR-MC 950±50 100 

 
Materials and Specimens 
 
Materials to be irradiated are summarized in Table 2.  Four types of SiC/SiC composites are 
included for compact flexural tests:  (1) P/W Hi-Nicalon Type-S/ PyC/CVI-SiC, (2) S/W 
Hi-Nicalon Type-S/ML/CVI-SiC, (3) P/W Tyranno-SA3/PyC/CVI-SiC and (4) P/W 
Tyranno-SA3/ML/CVI-SiC (Hyper-Therm High- Temperature Composites, Inc.); where P/W = 
plain-weave, S/W = satin-weave, and ML = multilayer.  The multilayer interface consists of 150 
nm PyC as the inner layer surrounded by 4 sequences of 100 nm SiC and 20 nm PyC.  The size 
of the compact flexural specimen is 25 mm (L) x 2.8 mm (W) x 1 mm (T).  At least two 
representative repeating fabric units are included in width of this rectangular composite 
specimen.  The number of plies in thickness is in most cases five or more.  The compact 
flexural tests after irradiation will use the four-point method with a support span of 20 mm and a 
loading span of 10 mm at room-temperature. 
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Table 2 – List of materials for irradiation. 
 

ID Fiber Architecture 
Interface # of spec. 

per 
capsule 

Capsule  
Type Type ePyC 

[nm]* 
PW-HS-150 Hi-Nicalon 

Type-S 
P/W Monolayer 150 5 

JCR-CF SW-HS-ML Hi-Nicalon 
Type-S 

5H S/W Multilayer 150 5 

PW-SA-150 Tyranno-SA3 P/W Monolayer 150 5 
PW-SA-ML Tyranno-SA3 P/W Multilayer 150 5 
UD-HS-70 Hi-Nicalon 

Type-S 
UD Multilayer 70 1 

JCR-MC 

UD-HS-240 Hi-Nicalon 
Type-S 

UD Multilayer 240 1 

UD-HS-1150 Hi-Nicalon 
Type-S 

UD Multilayer 1150 1 

UD-SA-70 Tyranno-SA3 UD Multilayer 70 1 
UD-SA-230 Tyranno-SA3 UD Multilayer 230 1 

UD-SA-1000 Tyranno-SA3 UD Multilayer 1000 1 
UD-Syl-150 Sylramic UD Monolayer 150 1 
UD-iBN-0 Sylramic-iBN UD None 0 1 
R&H-CVD - - - - 4 

*ePyC: thickness of the inner PyC interphase adjacent to the fiber 
 
 
 

 
(a) UD‐Syl‐150 (b) UD‐iBN‐0

500 um 500 um
 

 
Fig. 1.  Typical cross-sectional images of mini-composites:  (a) Sylramic/PyC/CVI-SiC and (b) 
Sylramic- iBN/CVI-SiC. 
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Fig. 2.  Typical microstructural images of the F/M interface of mini-composites (UD-HS-70, 
UD-HS-240, UD-HS-1150, UD-SA-70, UD-SA-230 and UD-SA-1000).  No image is presently 
available for UD-Syl-150 and UD-iBN-0. 
 
 
Also, eight variations of mini-composites are included to evaluate irradiation tolerance of the F/M 
interface at high doses and high temperatures (Table 2).  The F/M interfacial shear properties 
and microstructures of PyC will be evaluated by the single fiber push-out test and TEM 
observation, respectively.  Typical cross-sectional images of mini-composites are as shown in 
Figs. 1 and 2.  Thickness of the inner PyC was varied as shown in the table.  The subsequent 
layers are fixed for all types of mini-composites:  (1000 nm SiC + 20 nm PyC) x 4 sequences.  
Fiber volume fractions were approximately 42~50% for UD-Syl-150 and UD-iBN-0 and 5~10 % 
for the other types.  Additionally, a high-resistivity CVD-SiC (Rohm and Haas Co., Ltd., 
presently The Dow Chemical Company) is used as mechanical test coupons (equi-biaxial 
flexure) and temperature monitors.  A schematic drawing of the equi-biaxial flexural bar is as 
shown in Fig. 3.  This bar has 7 V-shaped grooves on each surface and this can easily be 
broken into 6 mm x 6 mm pieces.  This enables 8 tests from one coupon. A ring-on-ring test with 
5 mm support diameter will be used to test these specimens.  The experimental details are 
described elsewhere [8]. 
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Fig. 3.  Schematic drawing of the equi-biaxial flexural specimen (unit in mm). 
 

 
Irradiation Capsules 
 
The standard rabbit capsule design which has a volume of 6.2 x 6.2 x 50 mm and two bend bars 
can be stored in the standard employment was employed in this study, with the inner 
configuration modified to meet our requirements.  The capsule was made of molybdenum.  
 
A JCR-CF type capsule contains 20 compact flexural (CF) specimens (= 4 composites’ type x 5 
each) and 4 CVD-SiC temperature monitor (TM) specimens.  The loading configuration is 
shown in Fig. 4.  In this configuration, SiC liners should be used to prevent the specimen 
surfaces from touching the inner capsule surfaces. 
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Fig. 4.  Schematic drawing of the compact flexure rabbit capsule (unit in mm). 
 

 
A JCR-MC type capsule contains 8 mini-composite (MC) specimens (= 8 mini-composites’ type x 
1 each), 4 equi-biaxial flexural (BF) specimens, and 2 CVD-SiC thermometry (TM) specimens. 
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The loading configuration is shown in Fig. 5. In this configuration, SiC springs (40 x 1.5 x 0.2 mm) 
will be used to hold mini-composites in place and in good thermal contact.  The total number of 
the MC specimens will be adjusted to fit the available space.  
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Fig. 5.  Schematic drawing of the mini-composite rabbit capsule (unit in mm). 
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